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This volume presents the conference proceedings of the 
3rd AI Transfer Congress, organized by the Cooperative 
State University Baden-Württemberg (DHBW), held on 
July 11th, 2024, in Stuttgart, Germany. 

Inaugurated in 2022, the conference aims to establish a 
transfer platform fostering exchange between academia 
and practical applications regarding the field of 
Artificial Intelligence (AI). The event features a 
conference track that explores current research in 
applied AI, and a workshop track that facilitates 
trainings and discussions on applications, tools, and the 
implementation of AI in economics as well as society. 
This structure fosters an exchange between academic 
and industrial researchers and users and practitioners 
interested in AI. 

AI applications have recently permeated numerous 
domains and research areas. The conference addresses 
a broad spectrum of topics, including unveiling bias, 
future skills, AI literacy, industrial applications, 
recommender systems, autonomous driving, stock 
market prediction, and the interdisciplinary field of 
sustainability, alongside educational aspects of AI. 

The workshop track serves as a forum for training and 
discussions on selected application areas, particularly 
with practitioners, e.g. machine learning, embedded AI, 
generative AI, empowering leaders, retrieval 
augmented generation or AI in marketing.  

The review process was overseen by an internationally 
diverse program committee of experienced practitioners 
and scientists. We extend our gratitude to the authors 
and reviewers for their outstanding contributions. 
Lastly, we thank the research officers, the members of 
the DHBW university administration and 
communication departments for their dedicated efforts 
in making the AI Transfer Congress successful. 

 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Prof. Dr. Martine Klärle 
President DHBW  

 
Welcome to the third AI Transfer Congress, or AITC, 
here at the Baden-Württemberg Cooperative State 
University! It is my great pleasure to greet you all on 
this special occasion. 

As a transfer university, DHBW offers a unique 
platform for the exchange between theory and practice. 
With AITC, we continue this tradition and focus on one 
of the most exciting and forward-looking topics of our 
time: Artificial Intelligence. We are particularly proud 
that Artificial Intelligence is a central topic for DHBW, 
and we successfully practice this not only in teaching 
but also beyond. 

This year is especially significant for us as we celebrate 
the 50th anniversary of our university. For five decades, 
DHBW has been at the forefront of integrating 
academic knowledge with practical application, and we 
are thrilled to mark this milestone with you all. 

It is impressive that we have gathered around 200 guests 
from academia and industry from six different countries 
here today.  

 

 

Your dedication and expertise are crucial in achieving 
progress in the research and application of Artificial 
Intelligence. 

I am especially pleased that, as part of the EU4DUAL 
project, we are networking European universities. This  

project promotes cross-border exchange and 
strengthens cooperation in dual education. Our partner 
universities have actively contributed to the program 
committee and provided valuable input. 

I am convinced that today's congress, through your 
contributions and the intensive dialogue between theory 
and practice, will lead to new insights and innovative 
solutions. Let us use this opportunity to learn from each 
other, exchange ideas, and initiate new collaborations. 

In this spirit, I wish us all an inspiring and successful 
congress! 

  



 
 

 

 

 

 

 

 

 

 

   Prof. Dr. Beate Sieger-Hanus 
        President DHBW Stuttgart 

 

The DHBW AI Transfer Congress is an 
outstanding opportunity for networking and 
exchanging theoretical knowledge and 
practical experience on the topic of artificial 
intelligence.  
Here we can jointly strengthen the innovative 
power in the research and application area of 
artificial intelligence and develop sustainable 
solutions for the future.  
Immerse yourself in an exciting discourse on 
the technical, economic, social and also ethical 
aspects of AI. Inspire others with your ideas 
and be inspired by the ideas of others. 

 

 

 

 



 

 

Keynote 

 

Unveiling Bias: Navigating the Complexities of 
Artificial Intelligence in Society 

 

Dr. Alina Gales 

Technische Universität München 

 

Artificial Intelligence is evolving at an unprecedented pace, driving innovations such as autonomous drones, 
medical diagnosis systems, and recommendation algorithms that shape our online experiences.  

While these advancements promise transformative benefits for society, they also raise concerns about bias and 
misinformation. In this keynote address, Dr. Alina Gales explores how Artificial Intelligence reflects and amplifies 
societal structures, potentially reinforcing biases against marginalized communities.  

She highlights impacted areas of biased AI that particularly affect women and people of color. Furthermore, she 
will emphasize the critical importance of fostering discussions on responsible AI, posing the question: How can we 
ensure that the potential benefits of AI are realized equitably and ethically? 
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Abstract—The adoption of machine learning (ML) by in-
dustries has paved the way for disruptive companies and
methodologies. In particular, in the fashion industry, personal
shopper services such as Lookiero have begun to integrate
ML to improve their style recommendations. In this paper, we
present a dual-purpose framework designed to automate the
generation of fashion outfits and to tailor these recommendations
to customers’ tastes. The first component of our framework
involves the construction of a graph, where each node represents
a garment from the available inventory, complete with detailed
attributes. Edges between garment nodes are established based
on predefined compatibility rules, facilitating the assembly of
coordinated looks. This graph serves as the training ground for
a graph neural network (GNN), which learns to integrate new
garments into the network by predicting their compatibility.
To achieve the second goal - personalised recommendations -
a bipartite undirected graph is constructed. One set of nodes
represents customer clusters, while the other corresponds to
the looks generated by the first graph. Customers are grouped
into clusters, and recommendations are made by analysing the
strength of connections between customer clusters and fashion
looks. The results of the GNN are promising and indicate
potentially significant benefits for the company. However, the
recommendation network did not fully meet expectations due to
the limitations of the tools used. Despite these challenges, our
tests yielded encouraging results with representative samples,
suggesting that with further refinement, the framework could
be effectively scaled and implemented within the company,
revolutionising the personal shopping experience.

Index Terms—Personal shopper, fashion look, graph theory,
generative neural network, clustering, recommendation system

I. INTRODUCTION

Graph Neural Networks (GNNs) have revolutionised the
way we interpret complex data which contains rich relation
information among elements, transforming industries with
their predictive power and adaptability [1] [2].This type of
neural networks have their origins traced back to the late

1990s  where  some  papers  showed  that  neural  networks  can  be
adapted  to  process  and  classify  structured  information  by  using
generalized  recursive  neurons  and  directed  acyclic  graphs,  ex-
tending  traditional  sequence-based  models  to  handle  complex
data  structures  [3]  [4].  Recurrent  Neural  Networks  (RNNs)
were  subsequently  extended  to  accommodate  a  broader  range
of  graph  structures,  leading  to  the  development  of  GNNs
for  addressing  node-focused  problems  [4].  Advancements
such  as  feedforward  architecture  and  mapping  graphs  into  n-
dimensional  Euclidean  space  have  enhanced  the  technology
[5]  [6],  increasing  its  popularity  and  paving  the  way  for  the
development  of  various  GNN  variants.  In  2015,  convolutional
networks  where  adapted  to  non-euclidean  data  resulting  in
Graph  Convolutional  Networks  (GNNs)  and  their  posterior
variants  [7]  [8].  The  good  results  obtained  from  these  models
boosted  the  interest  in  GNNs  sparking  new  variations  like:

• GraphSage:  Aggregates  neighborhood  information  using 
sampled  nodes  to  improve  representation  learning  [9].

• Graph  Attention  Networks  (GATs):  Uses  attention  mech-
anisms  to  weigh  the  importance  of  neighbors  for  each

node  in  the  graph  [10].
• Graph  Isomorphism  Networks  (GINs):  Embeds1nodes  by 

aggregating  information  from  their  neighborhoods,  invari-

ant  to  graph  isomorphism  [11].

GNNs  have  revolutionised  what  is  possible  in  several  do-
mains,  including  fashion.  In  recent  years,  several  innovative
approaches  have  been  proposed  to  improve  fashion  recom-
mendation  systems  by  using  graph-based  neural  networks  to
model  the  complex  relationships  between  fashion  items.  One

  1Embedding  is  a  means  of  representing  objects  like  text,  images  and  audio
as  points  in  a  continuous  vector  space  where  the  locations  of  those  points  in
space  are  semantically  meaningful  to  machine  learning  (ML)  algorithms.  [12]



such approach is Neural Graph Filtering, which enhances the
flexibility and diversity of recommendations by modelling
garments as nodes in a graph neural network, leading to
significant improvements in user preference and performance
metrics across different datasets [13]. Another notable method
is the Node-wise Graph Neural Network (NGNN), which
represents outfits as graphs to better capture compatibility
between fashion items, demonstrating superior performance in
item suggestion and compatibility prediction tasks [14]. This
method was compared in a study against Hypergraph Neural
Network (HGNN) on the Polyvore dataset [15]. The paper
shows that HGNN slightly outperforms NGNN on fill-in-the-
blank and compatibility prediction tasks, with further accuracy
improvements achieved using vision transformer embeddings
[16].

Deep Relational Embedding Propagation (DREP) further
advances the field by incorporating extra-connectivity between
items and user interactions into the compatibility modelling
process. This graph-based framework significantly improves
pairwise compatibility modelling and outperforms state-of-the-
art methods [17]. Complementing these efforts, an approach
that learns image embeddings to capture both item similarity
and compatibility for fashion outfit construction has shown a
3-5% improvement over existing methods in compatibility pre-
diction and fill-in-the-blank tasks using datasets from Polyvore
[18]. Finally, the Attention-based Dataset Distillation Graph
Neural Network (ADD-GNN) uses designer-generated data to
improve feature representation and outfit compatibility assess-
ment. This method outperforms several competitive baselines
on real-world fashion datasets [19].

Our work advances the current state of the art in fashion
recommendation systems by implementing theoretical models
in a real-world business context. Using anonymized data
samples provided by the company, we aim to demonstrate
the feasibility of integrating these innovative methods into
the business processes, effectively bridging the gap between
theoretical advances and practical implementation challenges
in real-world settings.

A. Objectives

This study aims to use GNN technology to provide a
solution to a problem faced by Lookiero, a Spanish fashion
company. Lookiero is a platform aimed at women that selects
5 items of clothing based on the user’s personal tastes and
preferences, and sends them to an address in a unique and
personalised box. The company wants to automate the creation
of the ”looks” it recommends to its customers, in order to
speed up the process of recommending clothes and classifying
new products as they arrive. To this end, two objectives were
set: to automate the process of creating looks by associating
garments in a graph; and to recommend these looks to its
customer base based on their characteristics.

II. DATA PROCESSING AND ANALYSIS

While all data used in this study is proprietary, it has
been anonymized to protect the privacy and confidentiality of

the individuals involved. Two different datasets are used: one
containing clothing data where names and brands have been re-
placed with generic identifiers to protect proprietary inventory
information. This approach protects supplier relationships and
minimises brand perception bias while maintaining the utility
of the data. In the client data set, all personal information was
systematically removed, leaving only essential attributes linked
to an encrypted primary key for analysis. This measure is
critical for compliance with data protection and privacy laws,
and effectively prevents unauthorised access, identity theft, or
misuse of sensitive personal information.

A. Garment data

The data of the different products are stored in a relational
database, where the garments are divided into 3 different
seasons, 19 garment families and 163 brands. For this paper,
data from 2932 products were used. Thus, each product
has different characteristics that define it and must be taken
into account to develop the links between garments. Data
processing is performed to clean and prepare the data for
further development. Then a descriptive analysis is performed
to understand the data in a statistical and visual way. The gar-
ments in each season can be divided into different categories
according to their characteristics, but an important distinction
is the ”category”. Each garment falls under a category of
clothing (T-shirts, sweaters, pants, bags, jackets...) that are at
the same time divided into 3 different levels:

1) Base layer: T-shirts, dresses, trousers...
2) Second layer: Sweaters, hoodies, Jackets...
3) Accessories: Scarfs, Bags, Hats...

The idea, as shown in III-A, is that by differentiating clothes
by levels, recommendations are diverse and can assemble an
outfit.

For instance, figure 1 shows the distribution by colour and
size of the garments.

Other types of visualisation (see figure 2), allow the visu-
alisation of both the different values that a feature can take
and the features that a garment has. The features can be
Boolean, numerical or categorical, and with this type of aid it
was possible to understand the meaning and implications of
each. The image below shows the characteristics of a particular
garment. Although each garment has dozens of features, only
6 are shown in this visualisation to avoid clutter.

B. Client data

A sample of real, anonymised customer data is used for
the recommendation system. When creating an account in
Lookiero, and in similar personal shopping companies, a
survey must be filled with information about your sizes, style
preferences, parts of the body to show or cover, types of
clothes to avoid and more. With this valuable information the
personal shoppers at the company decide which clothes to send
to each customer. In this work an algorithm is implemented
using the data from surveys of approximately 2000 customers,
to create custom recommendations.



Fig. 1: Visualisation of the importance of colours (pie charts)
and sizes (horizontal bar charts) in the three seasons used in
the analysis.

Fig. 2: Tree graph showing the feature values assigned to a
garment.

III. DATA MODELLING

A. Garment graph creation

Three combined garment networks are created, one for each
season, because garments from a particular season are only
purchased in conjunction with garments from the same season.
The process for creating the three networks is identical and is
as follows:
First, a node is created for each garment, with the designated
characteristics assigned as attributes. Variables containing
more than one value for a garment are stored as a list. For
example, since the original value of ’size’ is ’XS—S—XXL’,
it is stored as [’XS’, ’S’, ’XXL’]. In terms of creating
relationships, bi-directional links are created as clothes go
together in both ways; thus creating a non-directional network.
This approach makes it possible to connect the different nodes
to create outfits, once the links between the nodes have been

established  according  to  certain  rules.
The  criteria  for  a  ’combines’  relationship  between  two  gar-
ments  are  outlined  below.  It  is  important  to  note  that  the  nodes
are  compared  in  pairs  and  a  scoring  system  is  designed  to
determine  whether  they  match.  According  to  a  predefined  set
of  rules,  each  node  is  assigned  a  score  which  quantifies  the
strength  of  the  connection  between  the  nodes  in  question.  The
resultant  graph  is  a  ”weighted  graph,”  in  which  each  edge  is
allocated  a  specific  weight  or  cost  that  reflects  the  relation-
ship’s  intensity.  Here  are  the  rules  to  score  this  connections:

•  Level  rule:  it  is  fulfilled  by  pairs  of  nodes  that  are  level
  1  and  2,  1  and  3,  2  and  2,  2  and  3  or  3  and  3.  That  is,

all  pairs  of  nodes  except  when  they  are  both  level  1:
  -  One  garment  of  level  1,  one  of  level  2  and  one  of
level  3.

- One  garment  of  level  1  and  two  of  level  2.
  -  One  garment  of  level  1  and  two  of  level  3.  One
point  is  awarded  for  pairs  of  nodes  that  meet  this  rule.

• Colour  rule:  This  rule  takes  the  colour  feature  of  the 
clothes  and  assigns  points  based  on  if  they  match  or  not.

The  valid  colour  combinations  have  been  defined  in  a
table  following  the  guidelines  of  colour  theory  and  with
the  help  of  a  stylist.  While  neutral  colours  like  white  and
black  combine  with  nearly  every  other  colour,  with  shiny
colours  some  general  rules  can  be  applied.  For  example
while  a  yellow  garment  can  combine  with  something  in
navy,  it  is  not  recommended  to  style  it  with  green.

• Category  rule:  This  rule  is  fulfilled  and  a  point  is  added 
if  the  two  nodes  do  not  belong  to  the  same  category  (as

explained  in  II-A).  The  aim  of  this  rule  is  that  a  look
does  not  contain  two  garments  of  the  same  type  if  they
are  of  the  same  level.  In  other  words,  if  it  consists  of  one
item  of  level  1  and  two  items  of  level  2,  this  will  prevent
the  last  two  items  from  being,  for  example,  a  T-shirt  and
a  top,  rather  than  a  T-shirt  and  a  pullover.  Also,  if  one
of  the  nodes  is  a  dress  and  the  other  is  a  T-shirt,  they  do
not  match  because  they  are  incompatible  in  a  look.

• Usage  rule:  The  usage  in  the  clothes  is  specified  as  the 
environment  the  garment  is  supposed  to  be  worn.  With

this  rule  points  will  be  scored  if  the  two  products  match
in  their  usage  (’special-occasion’,  ’night’,  ’work’  ...).  If
one  garment  is  ’special-occasion’  and  the  other  is  ’night’,
they  also  meet  the  rule,  but  at  a  lower  level,  so  they  get
half  a  point.  The  aim  is  to  combine  garments  that  can  be
used  in  the  same  environments.

• Print  rule:  :  Clothes  in  the  dataset  can  either  have  a  print
(floral,  geometric,  animal...)  or  a  smooth  print  (does  not

have  any  pattern).  The  pairs  of  nodes  that  satisfy  this  rule
will  get  a  point  if:

- The  two  have  a  smooth  print.
- One  has  a  smooth  print  and  the  other  a  different

print.  Combining  different  prints  in  an  outfit  is  not
recommended  and  this  rule  tries  to  avoid  it.

• Style  rule:  The  clothes  have  been  divided  into  one  or  more 
style  categories  (street,  classic,  boho...).  A  full  point  will



be granted if the two garments are of the same style.
If the garments do not fall in the same style, but in a
similar one, half point will be granted. For example if
one garment is a street style and the other is a casual
style. As with the previous rules, the idea is to output
coherent outfits.

• Weather rule: : the pair of garments that have the same
value in the variable ’weather’ fulfil the weather rule and
get one point. That is, they must both be from the warm
season or both be from the cold season.

After establishing the criteria, a connection is formed be-
tween two nodes if they achieve a score of 1 point in level,
colour, and category, and exceed 0 points in application,
pattern, style, and time. The edge’s weight is determined by
the total points accrued. The attributes of the resultant graphs
for seasons 7, 8, and 9 are detailed below:

TABLE I: Number of nodes, connections and isolated nodes
of the networks of seasons 7, 8 and 9.

Season Number of Number of Number of Avg.grade
Nodes Connections Isolated Nodes of nodes

Season 7 2033 109045 327 148
Season 8 1929 89278 444 174
Season 9 1732 80460 328 134

After observing the results, it was considered positive that
the nodes did not have too many connections, as this meant
that they were more precise (more robust relationships). As a
result, there were nodes that were not connected to any other
node, so they were assigned connections in the following way:

1) In order to identify the most similar node to the isolated
node in the whole network, a similarity value was
calculated by adding the number of attributes with an
identical value to that of the isolated node for each non-
isolated node. It has been defined that the most similar
node must be of the same season, the same colour, the
same level and the same category, so that it does not
violate the main rules of connection between nodes.

2) After ranking the nodes from most similar to least
similar to the isolated node, the node with the highest
similarity was chosen and its neighbouring nodes were
extracted and assigned to the isolated node. The weight
of the edges has been divided by two so that these
relationships do not have the same relevance as those
of an originally non-isolated node.

3) The same process was repeated for each isolated node.
These are the resulting graphs after isolating the nodes:

Once the combined garment graphs are complete, they
are stored in Neo4j [20], an open-source graph database
management system. This Graph database is chosen for its
simplicity, powerful Cypher query language, flexible schema,
and the ability to choose between embedded and server mode
architectures, which facilitate fast and specific information
retrieval within graph databases [21]. The next step is to create
the graph of looks formed by 3 related garments.

TABLE II: Number of nodes, connections and isolated nodes
of the networks of seasons 7, 8 and 9 after deisolating nodes.

Season Number of Number of Number of
Nodes Connections Isolated Nodes

Season 7 2033 150300 0
Season 8 1929 166974 0
Season 9 1732 114602 0

B. Looks  graph  creation

  Using  related  garment  graphs,  groups  of  three  connected
nodes  are  obtained  to  create  looks,  forming  a  connected
subgraph.  Each  look  becomes  a  virtual  node  combining  the
attributes  of  the  three  garments  it  contains.  To  start  the  process,
all  level  1  nodes  are  identified.  For  each,  all  existing  pairs
of  neighbours  are  found  to  check  for  connections.  If  two
neighbours  are  connected,  they  form  a  triangle  with  the  level  1
node  and  this  configuration  is  called  a  look.  The  total  number
of  looks  is  4,184,529.  This  process  is  repeated  for  all  Level
1  garments  across  all  seasons,  and  the  garment  attributes  are
incorporated  to  determine  the  look  attributes.  Nodes  are  then
created  for  each  look  with  its  attributes.  This  forms  a  non-
directional  graph,  as  future  relationships  will  be  bidirectional,
i.e.  a  look  will  be  linked  to  a  client  and  vice  versa.

C. Modelling  the  Looks  Graph

  With  the  graphs  in  place,  algorithms  are  implemented  to
predict  potential  new  connections,  or  axes,  within  the  graphs.
The  aim  of  these  algorithms  is  to  identify  possible  connections
for  a  new  garment  entering  the  database  by  finding  the  most
similar  node  in  the  graph  and  assigning  it  the  edges  of  that
node,  a  process  known  as  ’axis  prediction’.  Graph  Neural
Networks  (GNNs)  are  used  in  this  modelling  phase.  These
algorithms  differ  from  traditional  neural  networks  in  that  they
operate  within  a  graph  structure,  as  opposed  to  the  vector-
based  processing  of  conventional  networks.  GNNs  have  gained
popularity  in  various  domains,  including  social  networks,
knowledge  graphs,  recommender  systems  and  bio  informatics,
due  to  their  ability  to  extract  knowledge  from  complex  data,
taking  into  account  interactions  rather  than  just  individual
values.  GNNs  can  perform  node-level,  edge-level  and  graph-
level  tasks.
To  work  with  this  graph  format,  embeddings  are  required
to  reduce  nodes  and  axes  to  a  dimensional  vector  space,
consisting  of  an  encoder  and  a  similarity  function.  The  encoder
transforms  the  dimensions  of  the  inputs,  while  the  similarity
function  defines  the  similarity  between  the  vector  space  and
the  neural  network.  In  convolutional  neural  networks,  nodes
gather  information  from  their  neighbours  through  embeddings,
with  the  number  of  layers  of  the  network  corresponding  to  the
number  of  hops  considered  when  extracting  neighbourhood
information.
Choosing  an  appropriate  loss  function  is  crucial  before  build-
ing  the  network;  for  this  project,  Binary  Cross  Entropy  with



linear sigmoid activation2was chosen. Since we want to de-
termine if one garment fits with another, the task is binary
classification. Each layer contains a message and an aggrega-
tion function that allows communication between layers. This
mecanism combines feature information from a node’s neigh-
bors to update the node’s representationv [23]. This is crucial
for learning since it allows the propagation and integration
of features across the graph, enabling the capture of local and
global graph structure. The message mathematically represents
the information from the nodes, while the aggregation function
combines multiple messages at a node into a single value.
There is also a matrix of weights, denoted Wl, where l is the
layer number, which is shared within each layer but varies
between layers. This approach may result in some loss of
information, but it helps to prevent overfitting.
In this project, we employ three distinct aggregation func-

tions: Graph Convolutional Networks (GCN), GraphSAGE,
and Graph Attention Networks (GAT). To introduce non-
linearity into our model, we utilise an activation function.
The ReLU (rectified linear unit) [24] is selected due to its
exemplary performance in preliminary tests with our dataset,
outperforming alternatives such as ELU [25] and Leaky ReLU
[26]. Below, we provide a concise overview of each aggrega-
tion function:

• GCN: The main idea behind GCNs is that nodes in a
graph can influence other nodes through their connec-
tions, so GCNs use a filtering operation that considers
information from a node’s neighbours to update its rep-
resentation. This operation is performed by applying a
convolutional layer to the node representation. Each pre-
vious embedding is divided by the number of neighbours
to relativise, then multiplied by the layer’s weight matrix
and applied to the activation function. In addition, only
the neighbours of v are found in the summation and not
v itself, so the node being analysed itself is not taken into
account.

h(l)
v = σ

( ∑
uϵN(v)

W (l) h
(l)
u

|N(v)|

)

• GraphSage: is a generalisation of the GCN architecture
that allows deep learning to be applied to graphs in
a scalable and efficient way. Instead of applying con-
volutions to nodes and their neighbours, GraphSAGE
uses a neighbour aggregation technique to summarise
the information of a node’s neighbours and update its
representation. The first part of the formula would be the
embedding part of creating the neighbourhood embedding
of v, which is then concatenated with v’s own embedding

2Binary Cross-Entropy Loss measures the performance of a binary classifi-
cation model by quantifying the difference between the predicted probabilities
and the actual binary labels. It is used alongside a sigmoid activation because
the sigmoid function maps predictions to a probability distribution between 0
and 1, aligning perfectly with the binary nature of the labels [22]

in the previous layer, multiplied by the weight matrix and
activation function applied.

h(l)
v = σ

(
W (l) ∗ CONCAT

(
h
(l−1)
v , AGG

(
{h(l−1)

u ,∀uϵN(v)}
))

• GAT:is a neural network that specialises in learning
representations of nodes in graphs. The idea behind GAT
is to use attention weights (αvu) to assign weights to the
neighbours of each node, rather than simply aggregating
or averaging their features. Attention is based on the
structural properties of the node. In this aggregation
function, not all neighbours are equally important, and
the calculation of α takes into account not only the
degree of the node, but also other structural properties of
the network. Then, as with the other two, the activation
function is applied to calculate the new embedding of the
node.

h(l)
v = σ

( ∑
uϵN(v)

αvuW
(l)h(l−1)

u

)
To  model  the  data,  it  is  divided  into  3  subsets:  training,
validation  and  test.  The  training  set  is  used  to  optimise  the
GNN  parameters,  the  validation  set  is  used  to  develop  the
model  and  hyperparameters,  while  the  test  set  is  kept  separate
and  reports  the  performance  of  the  network  on  unknown  data.
It  is  worth  noting  that  data  in  networks  have  a  structure  in
which  the  relationships  between  them  provide  information.
If  the  data  is  not  independent  and  there  is  a  relationship
between  them,  the  dependency  of  the  data  cannot  be  ignored.
For  example,  one  of  the  nodes  can  be  in  the  training  set
and  another  with  which  it  has  a  dependency  can  be  in  the
validation  set.  To  solve  this  problem,  the  separation  of  the
data  has  been  done  in  a  transductive  way.  This  means  that  the
whole  network  can  be  observed  in  all  divisions  of  the  dataset
by  simply  splitting  the  node  labels.  The  embeddings  are
computed  using  the  whole  graph  to  preserve  the  structural  and
relational  information  and  then,  only  the  embeddings  of  the
training  set  are  fed  to  the  model.  The  model’s  performance
will  be  evaluated  on  the  embeddings  of  the  validation  and  test
sets.  This  transductive  approach  ensures  that  the  embeddings
reflect  the  global  structure  of  the  graph  and  the  dependencies
among  nodes,  even  if  the  labels  are  only  known  for  a  subset
of  the  nodes  during  training,  providing  better  results  in  certain
cases  [27].
The  optimiser  chosen  for  the  model  is  ADAM  (Adaptive
Moment  Estimation)  [28],  which  is  a  variation  of  the
stochastic  gradient  descent  method.  Unlike  traditional
stochastic  gradient  descent,  ADAM  retains  information  about
the  current  state  and  history  of  the  model  parameters  as  they
are  updated.  This  approach  allows  for  an  adaptive  learning
rate,  providing  a  more  efficient  and  effective  optimisation
process.

The  Pytorch  libraries  [29]  and  their  derivatives  are  used
to  create  the  networks.  Once  the  graphs  of  seasons  7,  8
and  9  are  loaded,  certain  characteristics  of  the  network  are
extracted  to  ensure  that  they  are  correctly  implemented.



Fig. 3: Diagram showing sections A, B, C & D

This diagram has been designed using images from Flaticon.com

When modelling, it is essential that the data is in numerical
format, specifically ’float 32’, so a function is developed
to convert the variables needed for the prediction into this
format by enumerating the different classes of variables.
The characteristics of the garments that we will use for
prediction are: level, colour, category, application, print, style
and weather. After the format change, each of the graphs
is converted to the pytorch tensor3format and the features
of each are assigned in the correct format. The data from
each network is then divided into 3 sets as mentioned above
and each of the GNNs is run with the different aggregation
functions used. The number of channels used in the networks
is 128 in the first layer and 64 in the output layer. This
number is chosen because testing with a lower number does
not allow the network to reach its full potential, and a higher
number results in overfitting. The need for a dropout has been
considered, but when implemented little change was observed,
so it has been decided to not implement it to also reduce
complexity in the network. Two layers are used because if
neighbours greater than order 2 are taken into account, the
nodes would be so similar that there would be little difference
between them. Finally, Adam is used as the optimiser, as it
is one of the best performers using gradient descent. In order
to prevent the networks from running unnecessarily long, an
early termination technique is implemented, whose function
is to terminate the execution if there is no improvement in
the last 20 epochs. A table of the validation results for each
model is shown below:

It can be seen that the network with the best results in
the 3 seasons is the GCN, so it will be the one used for the
predictions.

With the results, some graphs are created for each of the
models, measuring the difference between the loss of the
training set and the validation set. This approach allows for

3Tensors are a specialized data structure that are very similar to arrays and
matrices. In PyTorch, tensors are used to encode the inputs and outputs of a
model, as well as the model’s parameters. [30]

TABLE III: GNN accuracy results.

GCN GraphSage CAT
Season 7 0.8409 0.5065 0.6662
Season 8 0.8323 0.5545 0.6244
Season 9 0.8121 0.5012 0.6468

TABLE IV: GNN number of epochs.

GCN GraphSage CAT
Season 7 25 100 32
Season 8 24 26 21
Season 9 23 23 100

the implementation of an early stopping mechanism [31].
As an example, the GCN model for season 7 is shown in
figure 4. The chart shows that the validation loss flattens
and shows minimal improvement after around epochs 5-7.
Beyond this point, the training loss continues to decrease,
indicating a potential overfitting scenario. Based on this graph,
a good candidate for an early stopping point would be around
epoch 7, where the validation loss no longer shows significant
improvement [32]. This would help prevent the model from
overfitting and ensure that the training process is halted at the
optimal point, where the model has achieved a good balance
between training and validation performance. Another point
of interest in the graph is the abrupt change in direction
observed between epochs 2 and 3. This could be due to various
factors such as noise in the data, adjustments to the learning
rate, or simply the inherent fluctuations that occur during the
training process. Given that the overall trend in loss continues
to be downward, the behaviour of the loss function appears
to be within expected norms. It is important to monitor these
changes closely, but they do not necessarily indicate a problem



unless the upward trend in the loss continues over subsequent
epochs.

Fig. 4: Difference between train loss and validation loss in the
GCN for S7

D. Introduction of new nodes into the graph

The link prediction carried out at the beginning of the
project does not use neural networks to link the garments.
The whole process is done manually, which can be very
computationally intensive and time consuming.

To predict links to possible new garments, GNNs are used.
These networks are specifically tailored to handle intercon-
nected data and possess the capability to make predictions at
various levels: node, edge, and graph. The relevant features of
the aforementioned garments are used to train the networks.
As they are based on axis prediction, given a garment, the
result of the algorithm will be the axes it should contain
based on neighbours with similar characteristics. In this way,
new relationships with other garments would be assigned to
it, creating new looks.

E. Looks and clients graph creation

In order to simplify the assignment of looks to the 2000
clients, clients with the same values for the selected variables
are grouped together. This results in 1820 different groups,
which are added as nodes with the following information as
attributes

• Cluster id: client cluster identifier.
• Client id: identifier of the clients belonging to this cluster.
• Number of clients: the number of clients in this cluster.
• Cover: parts of the body the clients wish to cover.
• Avoid: types of clothing that clients want to avoid.
• Styles: styles that clients focus on.
• Adventurous: how adventurous the customers are.
• Size bottom: size of the lower part of the customers.
• Size top: size of the upper part of the customers.
• Type:type of ”customer” node, so that it can be distin-

guished from nodes of the ”look” type.
The network consists of two types of nodes: ’look’ and

’client’. As nodes are not connected to those of the same type,
the network is bipartite. When creating the links, it is checked
that each group of clients is connected to each of the looks, i.e.
checks have been made to nodes by pairs. As with the clothing

network, a scoring system is designed to decide whether a
’connected’ relationship is created between a customer and a
look. Once the rules are defined, a link is added between the
pair of nodes if they scored one point in size, adventurous,
style and avoidance, and more than 0 points when the parts
to cover do not match. The weight of the edge is the sum
of the value of the ’weight’ attribute of the ’look’ node and
the score obtained in the concealment rule, multiplied by two.
As the network consists of 4.184.529 ’look’ nodes and 1.820
’client’ nodes, the comparisons to be made are 7.615.842.780.
After many attempts, it is concluded that there is neither the
capacity nor the power to perform such a task, so 100 random
groups of clients are taken and assigned the relationships.

F. Introduction of new clients to the graph

As already mentioned, a clustering of the customers is
created, where each group is comprised of the customers
who gave the same answer on all the variables taken into
account. These clusters are the nodes in the graph of looks
and customers, so they have been assigned looks from differ-
ent seasons. The procedure followed by the recommendation
system when a new customer fills in the form is as follows:

1) Store the answers to the questions that have been taken
into account when creating the attributes of the net-
work clusters, i.e. the answers to the questions ‘cover’,
‘avoid’, ‘styles’, ‘adventurous’, ‘size-bottom’, ‘size-top’.

2) The new client will belong to the cluster that contains
those same values in the selected attributes, so that
cluster is identified.

3) A certain number of looks related to the cluster she
belongs to are recommended. The more weight the look
is connected to the client, the more likely she is to be
recommended.

Fig. 5: Diagram showing the looks and clients graph section

This diagram has been designed using images from Flaticon.com

IV. RESULTS

A. Looks graph

The creation of graphs of related garments has been consid-
ered satisfactory, since, by means of the rules defined for the
connection of these, precise relationships have been obtained.
The models have given very good results, exceeding 80%



in each season, as in the case of those using GCN as the
aggregation function. Such good results are to be expected
because, thanks to the reduction of variables and the correct
choice of variables, the model is not excessively complex
and can learn adequately. The functionality obtained from
these algorithms is the generation of looks on a new product.
This is very useful for the company as it allows them to
incorporate garments into the seasons in due time instead of
having the season totally structured at the beginning. It also
brings value to the customer thanks to the functionality of the
web mockup and helps the customer to choose looks with their
own garments.

B. Looks and clients graph

The structure and process used to set up the customer
referral system was costly and therefore did not achieve the
desired reality due to the capacity and power of the tools
used. Nevertheless, the expected result was achieved with
a representative sample of all types of clients. The looks
assigned to the clients are correct in terms of the various
aspects they have defined and are also different from each
other. This means that a client does not get looks that are
too similar and has room for exploration. The different rules
defined are precise but not too strict, so that no client is left
without a look. The result was therefore considered to be very
good and applicable to creating value in the company.

C. Practical examples

To test in a practical manner the accuracy of the results
with respect to the defined rules has been checked by means
of some examples. The first example shown is that of the client
cluster no. 242, which contains the following main attributes:

• Cover: Arms, waist
• Avoid: Skirt, bag
• Styles: Classic
• Adventurous: Yes
• Size bottom: Medium
• Size top: Large
According to the information, the customers want to conceal

their arms and waist, they don’t want skirts or bags, the style
they are looking for is classic, they are adventurous and their
sizes are ‘Medium’ bottom and ‘Large’ top. This group has
been assigned 72 different looks, from which 2 random looks
have been extracted: look no. 875852 and look no. 1248606.

As it can be seen in figure 6 that the link with ‘look 875852’
has a weight of 10, while the link with ‘look 1248606’ has a
weight of 14. In this case, it is due to the fact that the garments
combine better. Below, the features of the aforementioned
looks:

Both look contain classic style garments from S7. In the
first look a pair of white trousers, a black top and a burgundy
jackets is proposed, while in the second outfit is composed by
a pair of dark brown trousers, a black top and a beige jacket.
Both looks obey all the rules:

• The trousers are high-waisted to hide the waist.

Fig. 6: Examples of looks #1469859 and #1109169) assigned
to customer group nº1432.

TABLE V: Client cluster no. 242 attributes.

Look #1469859 Look #1109169
Product names Polina pant comfort (Pant) Leopard pant print (Pant)

Mejhd top lace (Top) Mejh top lace (Top)
Cressida jacket film (Jacket) French Jacket Lava (Jacket)

Season 7 7
Weight 5 8
Colours White Cream

Black Black
Burgundy Dark Brown

Styles Classic Classic
Sleeves Adjustable sleeve Adjustable sleeve

Basic sleeve Basic sleeve
Necklines V neckline V neckline

Shot High High
Sizes Top: S, M, L, XL S, M, L

Bottom: L, XL L, XL
Adventurous Yes Yes

• The trousers are available in a medium and the top
and jacket are available in a large (sizes defined by the
customer).

• They are adventurous, just like the customers.
• They are in a customer defined style; classic.
• They do not contain the garments to be avoided (skirt

and bag).
This example exemplifies the verification of the correct

assignment of looks to clients.

V. CONCLUSIONS

In our work with Lookiero, we have successfully im-
plemented a two-step approach to improving the personal
shopping process. First, we created a comprehensive inventory
of available garments and assessed their compatibility. Second,
we used this inventory to determine the most appropriate outfit
combinations for each customer. To facilitate this, we have
stored garment data in a graph-based structures where the
nodes are garments and the edges represent the compatibility
between them. This storage model has significantly stream-
lined the matching process for workers, allowing them to
effortlessly pair garments based on their attributes. In addition,
we developed algorithms capable of predicting potential com-
binations for new garments as they are introduced to the graph.
This predictive capability improves the integration of new
inventory items and ensures seamless compatibility checks
with existing garments. We have also refined the process of



personalising outfit combinations for customers using bipartite
graphs. One partition of the graph represents the garment sets,
while the other partition represents the customers. Through
sophisticated algorithms trained on specific variables, we can
now provide personalised outfit recommendations to each cus-
tomer, enhancing the overall shopping experience. This project
represents a major advancement in Lookiero’s operations,
leveraging data analytics and algorithmic predictions to deliver
a customised and efficient personal shopping service.

A. Future work

Looking ahead, we believe that process innovations will
greatly enhance Lookiero’s existing business framework and
open up new opportunities to increase revenue streams and at-
tract more customers to their ecosystem. An innovative feature
could be integrated into Lookiero’s website or mobile applica-
tion, inviting customers to interact with a diverse assortment
of garments from the catalogue and assemble them to create
their personal style narratives. This interactive engagement, a
likely pastime for users during their downtime, is expected to
provide a wealth of data to refine our models and drive cross-
selling by incorporating a direct purchase option for these
self-designed outfits. In addition, to address the challenges of
the current customer referral system, which has not achieved
its intended potential due to its cost, we are proposing to
implement new, more robust tools with enhanced capabilities.
By implementing these advanced tools, we would be able to
alleviate the capacity and processing power issues and thereby
realise a more effective and efficient referral system.
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Abstract— We need a more profound understanding of the 

impact of artificial Intelligence on professional tasks. Some 

studies assume that AI will replace a quarter of all work tasks 

and millions of jobs. These studies also predict large 

productivity gains of billions of US dollars per year. An 

international study led by TDHBW Research Center 

Management Analytics in collaboration with academic 

partners from eleven nations is investigating the impact of AI 

on work practices. 
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I. AI: HUMANS IN THE LOOP OR OUT OF THE LOOP 

 
Global players like investment bank Goldman Sachs assumes that 

Artificial Intelligence (AI) will replace a quarter of all vocational 

tasks resulting in a replacement of 300 million jobs (fulltime 

equivalents) in Europe and the US alone. At the same time 

McKinsey Global Institute prognoses an increase in productivity 

worth 2.6 to 4.4 billion US-Dollar, per year. These scenarios focus 

mainly on the impact of autonomous AI fully replacing tasks like 

planning and controlling or jobs altogether. However, autonomous 

AI has not been and will not be the prevalent form of AI in use. 

Already established job roles like Data Scientists and trending 

professions like Prompt Engineer indicate that human stay in the 

loop and will work with AI more closely and interactively. A recent 

study of the National Bureau of Economic Research (NBER) 

showed investment in AI lead to more educated workforces, with 

higher shares of workers with undergraduate and graduate degrees, 

and more specialization and significant increases in the share of 

workers at the junior level and decreases in shares of workers in 

middle-management and senior level. In our study, we want to focus 

on augmentation AI can provide to enhance human productivity and 

how these different forms of augmentation are currently used and 

will be used in the workplace. 

In order to capture the different aspects of augmentation and their 

impact on work we suggest a task-AI-matrix derived from a 

thorough review of the current research literature. In our matrix, the 

levels of augmentation delivered by AI are:  

 Rule-based Augmentation: Automation of repetitive, rule-

based job tasks and business processes (Ng et al., 2021) 

 Narrow Augmentation: assisted intelligence approach in 

which machines perform tasks but humans make the 

decisions (Hassani et al., 2000; Schmelzer, 2020; Jalal et 

al., 2018) 

 Human-in-the-loop approach: intelligence augmentation 

designed to work together with humans supporting their 

performance and decisions (Lavenda, 2016; Karwowski, 

2006; Gebauer et al., 2023) 

 More-than-human approach: Extending the scope of 

abilities of an organization going beyond the abilities of 

humans or technical systems alone (Thompson & 

Graham, 2021; Ball et al., 2001; Venturini, 2022) 

 Complete Automation (Autonomous AI): humans are 

completely replaced by machines including relevant 

aspects of their ability to think and feel (Raisch & 

Karwowski 2020; Raisch et al., 2020; Biocca, 1996; 

Bouschery at al., 2023). 

These levels of augmentation can be applied to different areas of 

vocational tasks. These areas are leaning on stages or cycles of 

activities defined by Canonical Action Research (CAR; Davison et 

al., 2004). 

 Description (Distinction): Better understanding of the 

subject matter e.g., automated data segmentation, 

document summaries and reviews (Hassani et al., 2000) 

 Diagnosing: Improved error or problem analysis e.g., AI 

controlled sensors or digital twins (Gebauer et al., 2023) 

 Action Planning: Improved and/or more adaptive 

planning e.g., generation of planning alternatives, critical 

path analyses (Citroen, 0211; Jalal et al., 2018; Thompson 

Graham, 2021) 

Intervention (Action taking): Supporting and/or 

automating operational and managerial tasks (Arshad et al, 

2022; Alshurideh et al., 2022) 
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vicious or virtuous loop for employees
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 Evaluation: Better outcome and relationship analyses of 

operational and managerial tasks performed in the 

company and its ecosystem (Venturini, 2022) 

 Reflection: The accuracy of the learning and the results of 

general findings, time to reflect on management tasks 

and/or implemented planning alternatives (Jarrahi, 2018; 

Thamm et al., 2021) 

The background of the different scenarios is summarized in the table 

depicted in appendix 1. 

 

II. THE STUDY THE RESEARCH CONSORTIUM 

 

A. Types of AI 

 
We want to better understand how different types of AI influence 

different professional tasks. For example, AI can be used to 

automate repetitive and rule-based jobs and processes. It can also be 

used to extend the scope of an organization's capabilities beyond just 

human capabilities. 

Simply put, Artificial Intelligence is the simulation of human 

intelligence processed by machines, especially computer systems. In 

this survey, we take a broader view. We believe that “AI at work” 

can be a win-win situation for both organizations and employees 

when machines and humans can have a more efficient decision-

making process less prone to errors, employees should experience 

less psychological overload, feel more confident in decisions, and 

make better decisions thanks to AI support (cf. figure 1). 

 

 

Figure 1: AI Augmentation brings together the strength of artificial 

and human intelligence. 

 

There are several concepts of using solutions based on AI. Some use 

specially trained AI systems to automate tasks and certain processes. 

Others rely on a “human in the loop”, that is to say a close interaction 

between humans and self-learning AI. The use of AI systems can be 

divided into four groups (cf. figure 2): 

1. Assisted intelligence - support of routine tasks, 

2. Automated intelligence - automation of repetitive rule-

based processes, 

3. Augmented intelligence - AI supports and enhances 

human decision-making, 

4. Autonomous Intelligence - Learning independently of 

human input and deciding in ways that also affect humans. 

 

Figure 2: Types of AI tested in the study. 

 

B. Work Scenarios 

 
We ask questions about several scenarios how AI, AI-based 

analytics and AI-assisted decision making is applied at the 

workplace (cf. figure 3). The participants are asked to evaluate the 

questions based on their previous experience using AI. For each of 

the statements in survey, they rated where their companies applied 

– or selected the option: I don't know. 

 



 

Figure 3: Work scenarios tested in the study about the application 

of AI. 

 The first set of questions is related to the task area 

“Analyze and Plan”: Using AI to set goals and plan 

actions answering the question: What should it look like? 

 The second set of questions is related to the task area 

“Implement and Act”: Using AI to select methods and 

implement actions answering the question: What and how 

do we do it? 

 The third set of questions is related to the task area “Check 

and Evaluate”: Using AI to check achievement of 

objectives answering the question: What has been 

achieved? 

 The fourth and last set of questions is related to the task 

area “Review and Adapt”: Using AI to review the entire 

cycle and improve it answering the question: How can we 

improve? 

 

C. Research Consortium 

 
In our study, we test scenarios in which different types of AI can be 

applied to different management tasks. We also ask the participants 

questions about their companies, their professional roles and about 

themselves. The study is supported and run by a number of 

international partners: MIT Center for Collective Intelligence 

(USA), Laboratoire en Intelligence des Données de Polytechnique 

Montréal (Canada), Bayes Business School (United Kingdom), 

Faculty of Management, Wrocław University of Science and 

Technology (Poland), European Research Center for Information 

Systems (ERCIS), University Muenster (Germany), 

PriceWaterhouseCoopers (pwc) Germany, Moroccan International 

Center for Artificial Intelligence, Mohammed VI Polytechnic 

University (Morocco), Council for Scientific and Industrial 

Research (CSIR), Pretoria (South Africa), College of Engineering, 

Abu Dhabi University (United Arab Emirates), Goa Business 

School, Goa University (India), Lebanon American University 

Adnan Kassar Business School, Lebanon American University 

(Lebanon)and Faculty of Management Hanoi University (Vietnam). 

 

III. FIRST, PRELIMINARY RESULTS 

There are currently 302 questionnaires from 30 different countries. 

The most represented countries are: Germany (n= 131 or 43%), 

India (n= 31 or 10%), Lebanon (n=24 or 8%), Switzerland (n=18 or 

6%), United Arab Emirates. Emirates (n=16 or 5%). 

 

A. Is AI dangerous – or beneficial? 

 
Most of the participants think their job is safe and their work is 

supported by AI: 40% feel supported by AI and 18% feel safe in 

using it. But there are also 28% uncertain about AI’s influence on 

their job prospects, and 14% feel their job might be threatened or 

endangered. Only a small minority of 6% think that AI is dangerous 

in general, but 20% feel uncertain. 28% agree that AI is just one tool 

and 37% agree that AI increases intelligence (summarized in figure 

4). 

 

 

Figure 4: Job at risk and self at risk through AI. 

 

B. To what extent is AI implemented? 

 
We asked for the level of implementation of different types of AI in 

the four phases of the PDCA management cycle (Plan-Do-Check-

Act). A large majority of the first 150 respondents already try out 



some form of AI: Between 86% (Analyse & Plan) and 72% 

(Implement & Act). But only a small minority has partly or fully 

implemented AI tools, yet. The level of usage is only slightly higher 

among younger colleagues (<30 years). But older colleagues (>50 

years) are more skeptical about the possibility of replacing their jobs 

and wary of the way AI can be dangerous in general (see figure 5). 

 

Figure 5: Implementation level of different types of AI. 

 

C. Does the organisation help to use AI safely and 

competently? 

 
We also asked if the use of AI was supported through AI-specific 

regulations and training. 26% found no policies, guidelines, or 

regulations and only 16% participated in AI-specific courses, 

although almost half (45%) had related external courses (see figure 

6). 

 

 

Figure 6: Policies, regulations, and skills concerning the 

application of AI. 

 

These are just preliminary results and there is more to come – the 

more people respond to the survey about “AI at Work”. 

 

IV. DISCUSSION AND OUTLOOK 

 

We plan to continue our research a multinational multi-center, 

multi-industry study investigating the use of different levels of AI-

based augmentation in different task areas. We also aim to 

investigate maturity levels along the value chain including 

operations, logistics/distribution, marketing & sales, and services as 

well as accounting & finance, human resources, and Org / IT, for 

instance training programs, data warehousing and data protection 

plans in place to enable augmentation. We also want to record 

residence, industry (e.g., simplified NACE code list), 

company/organization size (e.g., revenues, headcount, or FTE), and 

professional role of the respondent (worker / management, 

managerial level). 

This results in a nested 2x2x4 design with the factors “human in the 

loop” (yes vs. no), system type (specific pre-trained vs. general self-

learning) and the factor task area (1. analyze, 2. act, 3. control, 4. 

adapt). The 2x2 factors are leading to the AI system types (1. 

Automated, 2. Assisted, 3. Augmented, and 4. Autonomous 

intelligence). As co-variates we ask for the international codes 

describing country, industry, professional role as well as individual 

features such as age, gender, stay in the position, and a valuation of 

the risks or chances that AI means for their jobs and for society in 

general. Given a medium effect size (Eta) of 0.2 and a test power of 

0.9 we need about 520 subjects in order to calculate this design. 

The study is conducted as multi-lingual online-survey sent out by all 

participating partners to relevant companies and organization related 

to them. The partners will not and need not to uncover their contact 

lists. All data will be collected, stored, and processed fully 

anonymously. Only summarized and anonymous results will be 

published. All partners can use the data sets, for instance for their 

own country specific reports and articles. All partners of the study 

will publish the summarized results together in a technical paper as 

well as an article submitted to an academic, peer-reviewed journal. 

The project leads seek to find sponsorship and funding to support 

the technical costs of the study and built-up an on-going monitoring 

about ‘AI at Work’. 
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APPENDIX 1: MATRIX TYPES OF AI X WORK SCENARIOS 

 

 
    Rule-based 

Augmentation 

Narrow Augmentation Human-in-the-loop approach More-than-human approach Complete Automation 

(Autonomous AI) 

Description 

(Distinction) 

  - automate repetitive 

business processes, 

which plays a key role in 

mimicking routine 

manual tasks and 

workflow processes via 

the advancement of IT 

(see Ng et al. (2021), p. 

4) 

- "Assisted-intelligence 

Approach": machines might 

undertake the action, but humans 

are making the decisions. (see 

Hassani et al. (2020), p. 148) 

- improves what people and 

organizations are already doing 

(see Schmelzer (2020)) 

- Reactive machines: do not 

involve memory-based operations 

and were the first AI-based system 

machines, and thus have very 

limited capability (see Hassani et 

al. (2020), p. 145-146) 

- Limited-memory machines: are 

capable of learning from historical 

data to inform subsequent 

decisions (e.g. chatbots, virtual 

assistants, self-driving vehicles, 

etc.) (see Hassani et al. (2020), p. 

145-146) 

- Intelligence Augmentation is 

designed to work with people 

and focus on building systems 

that augment and support human 

cognition. (see Hassani et al. 

(2020), p. 147) 

-  exploits IT for supplementing 

or support human cognition 

whilst leaving the human at the 

center of human-computer 

interaction. (see Lavenda (2016), 

online) 

- places humans at the core of 

the system and decision-making. 

(see Masih (2018), online) 

-  is interpreted as a model that 

entails human interaction. (see 

Karwowski (2006)) 

- enables organizations and 

people to do things they could 

not otherwise do (see Schmelzer 

(2020)) 

- Theory of mind: can 

understand as entities with which 

they interact by discerning their 

needs, emotions, beliefs, and 

thought processes. (see Hassani 

et al. (2020), p. 145-146) 

- Understanding the larger shifts 

and the ethical implications 

demands sensibilities, theory, 

and methodologies to see 

human-technology together as 

the phenomena of interest (see 

Thompson et al. (2021), p. 184) 

- enable the researcher to 

examine and articulate how 

narratives, and therefore, 

knowledge about AI emerges 

and moves via complex social, 

technical and political 

constellations of actors, texts, 

and technologies as a form of 

assemblage (see Thompson et al. 

(2021), p. 185) 

- human is completely 

automated away (see Raisch 

(2020)) 

- "ability to "think" and "feel" 

as humans": Self-aware AI -> 

involves AI systems that have 

evolved to the point where 

they are comparable to the 

human brain in that they have 

developed self-awareness. (see 

Hassani et al. (2020), p. 145-

146) 

- believes in autonomous 

systems that can imitate or 

replace human cognitive 

functions. (see Lavenda 

(2016), online) 

- wants to produce an 

independent machine. (see 

Biocca (1996), p. 59-75) 

- Close linkage to particular 

groups (e.g. innovation team 

for new product development) 

(see Bouschery et al. (2023)) 

Diagnosing Objectives - Integration of different 

datasets to facilitate 

repetitive business 

processes 

- Use of logical rules to 

augment data/humans 

- Design an AAI to improve the 

performance and capabilities of AI 

systems within a specific domain 

or task. 

- data curation  

- Handle uncertainty and 

ambiguity: Humans can help 

handle ambiguous inputs, 

interpret context, resolve 

contradictions, or make 

subjective judgments that may be 

difficult for AI algorithms alone 

- leveraging the capabilities of 

non-human entities to enhance 

performance, address complex 

tasks, and foster collaboration 

and resilience 

- fully automated algorithm 

that replace human cognitive 

functions 

  Privacy - ensure that any data 

used in rule-based 

augmenation is collected, 

stored, and processed in 

compliance 

- consider the potential 

impact of the augmented 

- these systems don’t perform 

outside of the single task that they 

are designed to perform (see Jalal 

(2018), online) 

- integrate machine learning-

generated suggestions and 

human annotation decisions (see 

Niklas et al. (2023), p. 1) 

- Understanding, acknowledging, 

and then pedagogically 

addressing these perceptions in 

order to clarify and educate 

workers and the publics (see 

Thompson et al. (2021), p. 184) 

  



data on the privacy of 

individuals or groups 

Action 

Planning 

Respons-

ibilities 

- Systems that analyze 

and visualize structured 

data 

- Systems that are programmed to 

perform a single task (see Jalal 

(2018), online) 

- Systems that that entails human 

interaction (see Karwowski 

(2006)). They blends exceptional 

human intelligence with the most 

reliable machine intelligence 

(see Hassani et al. (2020), p. 

151) 

- Systems that provide a way to 

conceptualize, attune to, and 

study the complex interactions 

that unfold between AI systems, 

workers, ways of working, 

workplaces, policies, and public 

narratives (see Thompson et al. 

(2021), p. 183) 

- Systems that combine models 

and services to augment and 

extend human cognition 

Intervention 

(Action 

taking) 

Prevention 

(bias) 

- Pattern analysis in 

data/datasets 

- Curating data/datasets       

Evaluation 

& Reflection 

Level of in-

volvement 

- machines provide 

explorations, alerts and 

other support for human 

decision makers 

  - Humans are directly engaged in 

training, tuning and testing data 

for a particular AI algorithm 

such as machine learning. (see 

Hassani et al. (2020), p. 151) 

- More-than-human sensibilities 

align with methods such as 

controversy mapping 

(e.g. Venturini, 2022) or 

networked ethnography (Ball et 

al., 2001) (see Thompson et al. 

(2021), p. 184) 

- autonomous decisions are 

made by machines 
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Abstract— In an era characterized by AI, AI literacy and its 
application to solve unstructured problems is becoming a key 
competence. The article describes a concept for promoting AI 
literacy through a deeper learning approach in which students 
solve unstructured problems from practice in empirical 
research projects using AI over five semesters and various 
courses. Based on the determination of the challenges of an 
empirical research project and the comparison with the support 
provided by AI, use cases for the application of AI are 
determined. With the AI-supported literature research, one use 
case is explained in more detail. The competence requirements 
resulting from this are then compared with the competence set 
of the AI Literacy Framework by Long and Magerko. 

Keywords — AI Literacy, Artificial Intelligence, 
ResearchBased Learning, Critical Thinking, Problem-Solving, 
Unstructured Problems 

I. INTRODUCTION 

AI literacy is becoming a central interdisciplinary 
competence in an environment that is increasingly being 
changed and shaped by AI [1]. Due to the rapid spread of AI, 
Ng even considers AI literacy to be a key competence that 
everyone should possess [2]. However, research into the 
design of competence programs to promote AI literacy is still 
in its infancy [3]. This article therefore aims to make a 
contribution to this field of research by developing a concept 
for promoting students' AI skills. 

AI literacy is understood below, based on Long and 
Magerko, as a set of skills that enable a critical assessment and 
responsible and legally compliant use of AI, taking ethical 
aspects into account [4]. Based on this definition of AI, it is 
necessary to clarify which set of skills make up AI literacy and 
which skill levels are required. Just how difficult it is to 
answer these questions is made clear by the large number of 
frameworks that have been created for this purpose [2, 4, 5]. 
Long and Magerko, for example, identify 17 different 
competencies that emerge from five main questions: "What is 
AI", "What can AI do", "How does AI work", "How should 
AI be used" and "How can people perceive AI" [4]. 

However, if we look at the competencies derived from 
answering these questions, the framework appears incomplete 
and not very concrete. For example, Long and Magerko only 
link the question of how AI should be used to a single 
competence: ethics [4]. Ultimately, however, the question is 
only inadequately answered with reference to the ethical 
aspects. Rather, users must be able to develop suitable use 
cases, integrate them into their work processes in a meaningful 
way and they need user knowledge of the AI tools used. For 
example, how suitable prompts are created or which data the 
AI tools used are based on (e.g. training data used for a 
research assistant such as Elicit). 

The application of such frameworks is made more difficult 
by the fact that they often do not adequately define the concept 
of competence. This is surprising insofar as AI literacy in 
Long and Magerko's definition is nothing more than a set of 
different competencies. Ultimately, however, it remains 
unclear what is meant by competencies in Long and 
Magerko's framework. The question arises as to whether these 
are understood as general or context-specific cognitive 
performance dispositions, whether the competencies refer to a 
broad range or specific classes of situations and requirements 
and whether they include a motivational orientation (or, in 
other words, which variant of the concept of competence [6] 
is used within the framework). 

The dynamic development of AI and the associated 
changes (e.g. in work processes) also raise the question of 
whether current frameworks for AI literacy are even capable 
of identifying the relevant competencies. In the past, it has 
repeatedly been shown in volatile environments that it was 
neither possible nor useful to determine the relevant 
competencies [7]. 

Overall, the current AI literacy frameworks offer at best a 
rough orientation for the development of concepts to promote 
AI literacy. For this reason, and due to the urgent need to 
promote AI competence, concrete AI use cases were 
developed using a bottom-up approach. Their starting point is 
a concrete situation - the implementation of an empirical 
research project. Based on this, use cases for the application 
of AI are developed. To this end, the challenges of an 
empirical study are compared with the support services 
provided by AI. The skills required for these are then derived 
on the basis of the use cases. 

Accordingly, a narrow understanding of the concept of 
competence is chosen in this article, which includes the 
situation, the tasks and the requirements. In this article, 
competencies are understood as context-specific cognitive 
performance dispositions that relate to the implementation of 
an empirical research project in the context of a university 
degree program and the associated challenges. 

II. PROMOTION OF AI LITERACY THROUGH DEEPER 

LEARNING 

The choice of deeper learning as a frame of reference for 
the development of a concept to promote AI literacy is 
motivated in particular by the fact that the use of AI is 
associated with a large number of dangers and risks [8]. For 
example if internal company information is entered into the 
AI, expert interviews are transcribed without question or 
copyrights are violated [1]. Responsible use of AI therefore 
requires a deep understanding of it. In addition to user 
knowledge, students also need an understanding of AI 
technologies, they must be able to critically reflect on the 



outputs of AI and they must be able to evaluate legal and 
ethical aspects of AI use. All of these skills require an in-depth 
examination of AI. 

The core idea of deeper learning is to develop a deep 
understanding of a topic and to promote lasting learning [9]. 
Deeper learning aims to give students a conceptual 
understanding of the topic and should enable them to transfer 
what they have learned to new situations [10]. Strong anchors 
should be created from which the students will benefit for a 
long time. Deeper learning represents a counterpoint to 
superficial learning (often referred to as bulimic learning), in 
which knowledge is only memorized, never really understood 
and quickly forgotten again [10]. 

The choice of deeper learning as a frame of reference was 
also motivated by the fact that this approach promotes critical 
thinking [3]. The importance of critical thinking skills is 
emphasized in numerous contributions to AI Literacy. In the 
Long and Magerko framework, this is one of the competencies 
underlying AI literacy [4]. Users should be empowered to 
question the trustworthiness and intelligence of AI [4]. In our 
own educational research, we came to the conclusion that 
students predominantly do not have the necessary AI literacy 
skills in the area of critical thinking [11]. For example, 
students often accept the output of ChatGPT without 
reflection, they largely ignore inconsistencies between the 
task and the output of ChatGPT and they do not bother to think 
through the statements of the output logically enough [11]. 

It is therefore important to promote critical thinking skills 
among students. One of the ways in which deeper learning 
promotes critical thinking is that solving a problem is a 
process that requires methodical consideration and critical 
thinking in order to find a suitable approach to achieve the 
desired goals [12]. 

Deeper learning is also closely associated with the ability 
to solve problems [13]. Problem-solving skills are one of the 
six skills that result from deeper learning according to a panel 
of experts conducted by the Hewlett Foundation [13]. This 
reference is obvious, as in deeper learning students are 
regularly confronted with complex, unstructured problems 
from practice. 

There is broad agreement in the scientific literature that 
standard tasks are increasingly being automated by AI [14]. 
As a result, the world of work is changing and, in particular, 
the tasks that remain for humans [15]. The latter include 
solving unstructured problems - a task that AI is currently 
unable to perform and is therefore increasingly moving to the 
forefront of human work [16]. 

III. CONCEPT 

The aim of the concept is to provide students with the 
competencies and thus the knowledge, skills and abilities that 
enable them to solve the challenges associated with an 
empirical study with the help of AI. 

A. Conceptual framework – Deeper Learning 

Deeper learning was used to develop a conceptual 
framework. In order to enable deeper learning among 
students, the following framework conditions were defined in 
the conceptual design: 

 Project-based learning: Students carry out an empirical 
research study in groups. In order to promote problem-

solving skills, the study must address a problem from 
operational practice. 

 Self-directed learning: Students have a great deal of 
freedom in choosing the problem, the research 
question, the design and the tools and methods used. 
Only the field of research is specified. This is made 
necessary by the fact that the students are supported by 
a supervising professor as a coach for the entire 
duration of the project. Otherwise, the content taught 
in the courses is based on the progress made by the 
groups. For example, methodological issues such as 
data cleansing or legal aspects such as copyright are 
addressed if they are to be applied within the scope of 
the project. This also follows the realization that in the 
perception of many students in a digital AI era, 
knowledge is only a prompt away, which reduces the 
willingness to learn in advance. 

 Interdisciplinary learning: In order to enable a holistic 
understanding, the concept combines different subject 
areas and courses. The project is not only dealt with in 
courses on empirical research, but is also integrated 
into courses in law, subject-specific lectures and 
academic work. In addition, different lecturers are 
involved throughout the project, many of whom have 
very different professional backgrounds. In this way, 
students are confronted with a variety of perspectives, 
which helps them to develop their own points of view. 

 Feedback and reflection: The groups receive regular 
feedback (e.g. on their progress and their approach) 
and are encouraged to reflect. The supervising 
lecturers do not dictate decisions to the students, but 
merely provide them with impulses. It is the students' 
own responsibility whether and how they take up these 
suggestions. 

 Integration of the internet / AI: Students are 
encouraged to access resources via the internet or to 
use AI. One example of this is the use of the website 
statistikguru.de, which includes various instructions on 
how to carry out statistical data analyses with SPSS. 
By using this website, students are given guidance on 
how to proceed when carrying out a data analysis and 
how to interpret the results. At the same time, the 
integration of the internet / AI opens up the learning 
process and does not follow a fixed sequence, but 
allows new impulses to be integrated spontaneously. 

B. Challenges that students face in empirical research 
projects 

In this concept, AI literacy is promoted by teaching 
students how to master the challenges of an empirical study 
with the help of AI. It is therefore important to identify the 
challenges associated with an empirical study. To this end, the 
experiences from previous courses were used and compared 
with the literature. 

Prior to the development and introduction of the concept 
to promote AI literacy, teaching-integrated research projects 
were carried out over several years in two courses in the third 
and fourth semesters. The design of the study was developed 
and the data collected in the third semester. The data analysis 
then took place in the fourth semester. As part of these 
teaching-integrated research projects, students had the option 
of pursuing their own research projects in small groups or 



participating in teaching-integrated research projects carried 
out in cooperation with a dual partner. 

In line with empirical studies on the challenges of 
empirical work, the courses showed that students are 
confronted with numerous challenges. For example, in a study 
by Sitompul and Anditasari, around a third of students found 
the definition phase to be difficult [17]. Many students rush 
into developing a solution far too quickly, even though they 
have not even penetrated the problem yet [18]. Each phase of 
the research process has its own challenges and shortcomings 
in a single phase often cannot be compensated for. Cornford, 
for example, points out that the deficiencies in data analysis 
are often so severe that the data collected with considerable 
effort does not result in knowledge and is not used to build an 
argument [19]. In a study by Sitompul and Anditasari, two 
thirds of the students surveyed were of the opinion that 
interpreting, transforming and drawing conclusions from the 
data was difficult [17]. Even if the first four phases of an 
empirical study have been successfully completed, the high 
demands on scientific language still present hurdles for 
students [20]. 

 

Fig. 1. Challenges that students face in the various phases of an empirical 
research project 

Challenges that arise in the data collection phase were not 
taken into account in the concept development. The reason for 
this is that the support provided by the AI should primarily 
take place in the other phases, as data collection proved to be 
comparatively less challenging in the previous courses. 

C. Support provided by the AI 

The supervision of students during the empirical research 
projects made it clear that most of them were not yet aware 
that AI can provide significant support for many of the 
challenges of an empirical study. This corresponds with a 
study by Garrel, Mayer and Mühlfeld, which deals with the 
usage behavior of AI by students [21]. The use of students is 
largely limited to generative AI and AI translation tools [21]. 
All other AI tools were used by less than 1% of the students 
in the study [21]. 

Surveys in the supervised courses showed that, for 
example, research assistants such as Elicit or visualization 
tools such as ConnectedPapers were largely unknown to the 
students. Accordingly, the students found it difficult to 
identify seed papers, among other things, especially as the 

scientific databases require knowledge of the keywords, 
which are not known at the beginning of a literature search. 

The scientific literature was used to determine the support 
provided by AI in overcoming the challenges. Scientific 
research has dealt with the support provided by AI in 
numerous studies. A growing number of research papers use 
AI for empirical research, whereby the use of AI is not only 
extensively documented, but also comprehensively discussed 
and researched. In this way, extensive (empirical) knowledge 
on the use of AI in scientific empirical research has been 
acquired. Since the challenges of a student empirical research 
project largely coincide with the usual challenges of an 
empirical study, students can also benefit from this 
knowledge. 

For example, Liang et al. addressed the question of 
whether large language models can provide helpful feedback 
on research work [22]. Their broad-based comparative study 
of human and machine feedback showed a high degree of 
overlap between the two types of feedback [22]. Although 
machine feedback cannot replace human feedback, it can 
complement it [22]. In particular, the large language models 
often found it difficult to criticize the research design of a 

study in detail [22]. A key advantage of machine feedback, on 
the other hand, is that it can be provided promptly if required, 
without placing demands on other people [22]. 

The results of scientific studies on the support services of 
AI show that it can positively influence both the efficiency of 
an empirical research project and the quality of its results [23]. 
For example, the use of speech-to-text AI tools can 
significantly reduce the time and effort required to transcribe 
interviews, freeing up resources for more demanding activities 
[24]. At the same time, however, this can also give rise to data 
protection or contractual problems [23]. Another example is 
the use of AI methods to recognize patterns in large data sets 
that would otherwise not have been detected. 

D. Development of use cases and their integration into the 
curriculum 

 The comparison of the challenges mentioned under 3.2 
with the support provided by AI led to the definition of use 
cases for the use of AI. The use cases aim to enable students 
to master the challenges of an empirical research project. The 
following figure shows the identified use cases and their 
location in the curriculum.  

 



 

Fig. 2. Use cases and their location in the curriculum 

The use cases describe the challenges addressed by the use 
of AI, the support provided by AI, the desired result of using 
AI, how AI is applied and the technical aspects of the AI tools 
used. Potential risks and ethical aspects are also discussed. 

E. Example use case 

One of the use cases, AI-supported literature research, is 
described below as an example.  

Initial situation: The AI-supported literature research is the 
first application of AI in the empirical research project. At this 
stage, students usually have at best a rough idea of the goals 
they want to pursue with their research project. The AI-
supported literature research aims to support the students in 
developing their research question. This is done by identifying 
the first publications in their field of research and examining 
their research objective, methodological approach and 
findings. 

Procedure: The use case initially addresses the challenges 
that students usually encounter in this phase of the research 
project when using a scientific database. This offers the 
opportunity to discuss the functioning of scientific databases 
as well as the use of different search strategies (e.g. from 
general to specific, forward search, backward search). In this 
way, three central challenges are derived: The identification 
of a seed paper, the traceability of the literature search and the 
determination of the relevant scientific literature. We then 
show how these challenges can be solved through the use of 
AI. AI search engines such as Elicit and Consensus are 
presented in order to arrive at the first seed papers. 
Visualization tools such as ConnectedPapers, Litmaps and 
ResearchRabbit are then used to identify the collection of 
material. These also help to identify the relevant scientific 
literature. This is followed by a description of how to proceed 
with a systematic literature search. To illustrate this, keywords 
are extracted from the collection of material. A search string 
is generated from these using generative AI (whereby the 
generative AI is instructed to supplement the keywords). For 
each tool used, it is shown how the prompting was carried out 
in scientific studies, the functionality of the tools is explained 
(e.g. which training data they are based on), the strengths and 
weaknesses are discussed and the dangers and ethical aspects 
are addressed. It also shows how students integrate the use of 
AI tools into the literature research process. 

Alternative scenarios: The AI-supported literature search 
is contrasted with the classic literature search as an alternative.  

Prerequisites: Students must have at least a rough idea of 
the research objective they are pursuing with their empirical 
study. Previous knowledge of scientific work is favorable, but 
is not mandatory. 

The following excerpts from the set of slides developed for 
the use case illustrate the process and the content covered. 

 

 

  

 



   

 
 
 

 
 
 



  

 
 
 

 
 
 
 
 
 



 

 

Fig. 3. Excerpts from the slide set on the use case of AI-supported literature 
research 

 
 
 

 
 
 
 



By comparing traditional and AI-supported literature 
research, the skills that are added with the use of AI and 
therefore require special support were identified. 

Professional competence 

 Know and understand how the AI tools used 
work 

 Understanding the relevance of visualization 
tools (graphs) in the context of a literature search 

Methodological competence 

 Creating and interpreting graphs 

 Creating a search string with the help of 
generative AI 

 Designing the literature search process: from a 
seed paper to a systematic literature search 

 Linking different AI tools (e.g. exporting Bibtex 
and importing it into Zotero) 

 Combining traditional techniques and procedures 
with AI 

Personal competence 

 Critical thinking (in particular assessment of 
credibility and quality) 

Competence to act 

 Selecting AI tools: Which tool for which 
purpose? 

F. Comparison of competencies with the AI Literacy 
Framework by Long and Magerko 

If we compare the skills identified on the basis of the use 
case with the skills from the AI Literacy Framework by Long 
and Magerko, considerable differences become apparent. 
Numerous skills play no role or at best a subordinate role for 
the use cases. One example of this is knowledge of the steps 
of machine learning as well as the practices and challenges 
that each step entails [4: competence 9]. These two 
competencies play no role in the present concept. The same 
applies to recognizing AI [4: competence 1]. The concept also 
does not enable students to imagine future AI applications and 
their impact on the world [4: competence 7]. 

The following table compares the competence set of the AI 
Literacy Framework by Long and Magerko with the 
competence set derived from the use case for AI-supported 
literature research. 

Competence set AI Literacy 
Framework (Long and 
Magerko) [LM20] 

Competence set AI Literacy 
Use Case literature 
research 

Recognizing AI: 
Distinguish between 
technological artifacts that 
use and do not use AI 

X 

Understanding Intelligence: 
Critically analyze and 
discuss features that make 
an entity “intelligent”, 
including discussing 
differences between human, 

X 

animal, and machine 
intelligence. 

Interdisciplinarity: 
Recognize that there are 
many ways to think about 
and develop “intelligent” 
machines. Identify a variety 
of technologies that use AI, 
including technology 
spanning cognitive systems, 
robotics, and ML. 

X 

General vs. Narrow: 
Distinguish between 
general and narrow AI. 

X 

AI’s Strengths & 
Weaknesses: Identify 
problem types that AI 
excels at and problems that 
are more challenging for AI. 
Use this information to 
determine when it is 
appropriate to use AI and 
when to leverage human 
skills. 

This competence is also 
conveyed through the use 
case. Students are shown 
the range of functions of 
various AI tools and the 
strengths and weaknesses of 
the use of AI are worked out 
by comparing them with 
traditional literature 
research. 

Imagine Future AI: Imagine 
possible future applications 
of AI and consider the 
effects of such applications 
on the world. 

X 

Representations: 
Understand what a 
knowledge representation is 
and describe some 
examples of knowledge 
representations. 

X 

Decision-Making: 
Recognize and describe 
examples of how computers 
reason and make decisions. 

How AI tools make 
decisions is discussed 
extensively in the use case. 
For example, how Elicit 
determines the (top 4) 
results or how 
ConnectedPapers builds the 
graphs. 

ML Steps: Understand the 
steps involved in machine 
learning and the practices 
and challenges that each 
step entails. 

X 

Human Role in AI: 
Recognize that humans play 
an important role in 
programming, choosing 
models, and fine-tuning AI 
systems. 

This competence is defined 
differently in the 
application example than in 
Long and Magerko. In the 
use case, the human role 
refers to the user as a 
person. Here we discuss 
how AI should be used in 
terms of augmented 
intelligence. 



Data Literacy: Understand 
basic data literacy concepts. 

The data sources of the 
training data are discussed 
in the use case. 

Learning from Data: 
Recognize that computers 
often learn from data 
(including one’s own data). 

X 

Critically Interpreting Data: 
Understand that data cannot 
be taken at face-value and 
requires interpretation. 
Describe how the training 
examples provided in an 
initial dataset can affect the 
results of an algorithm. 

Critical thinking is also a 
key competence in the 
application case. Students 
are encouraged to critically 
scrutinize the output of AI 
tools. This is encouraged by 
comparing different AI 
tools and contrasting them 
with the results of 
traditional literature 
research. 

Action & Reaction: 
Understand that some AI 
systems have the ability to 
physically act on the world. 
This action can be directed 
by higher-level reasoning 
(e.g. walking along a 
planned path) or it can be 
reactive (e.g. jumping 
backwards to avoid a sensed 
obstacle). 

X 

Sensors: Understand what 
sensors are, recognize that 
computers perceive the 
world using sensors, and 
identify sensors on a variety 
of devices. Recognize that 
different sensors support 
different types of 
representation and 
reasoning about the world. 

X 

Ethics: Identify and 
describe different 
perspectives on the key 
ethical issues surrounding 
AI (i.e. privacy, 
employment, 
misinformation, the 
singularity, ethical decision 
making, diversity, bias, 
transparency, 
accountability). 

Various ethical aspects are 
discussed in the context of 
the use case. These include 
the transparency of the use 
of AI. Students are made 
aware of the need to 
document the use of AI in 
the documentation of their 
research project. 

Programmability: 
Understand that agents are 
programmable. 

X 

Note: The X in the figure above means that a 
competence does not play a role in the application. 

Fig. 4. Comparison of the competencies of the AI Literacy Framework 
according to Long and Magerko with the competencies required for an AI-
supported literature search 

 

G. Integration of law lectures into the concept  

Interdisciplinary learning is a central element of this 
concept for promoting AI literacy among students. The 
following section will therefore show how law lectures were 
integrated into the concept. 

The starting point here is that the implementation of an 
empirical research project in the context of a problem from 
business practice is usually only a sub-project of a larger 
project. For example, empirical research is used to determine 
consumer preferences in order to design a target group-
oriented marketing campaign. In this case, the empirical study 
would be part of an overarching marketing project. 

Following on from the approach of project-based and 
interdisciplinary learning described above, projects should not 
only be dealt with in courses on empirical research, but should 
also be integrated into law lectures, subject-specific lectures 
and academic work. This offers new ways of imparting 
knowledge in the field of law, especially for non-law degree 
courses. 

Up to now, the structure of legal lectures in business 
administration subjects has been similar to traditional law 
studies: BGB AT, law of obligations, property law, 
commercial and corporate law, employment law, special areas 
of law depending on the business administration 
specialization. And the examination form is often still the 
classic legal exam. This leads to the bulimic learning 
described above. The effect: exam passed, knowledge lost a 
short time later [25]. 

The advantages of project-related, interdisciplinary 
learning are illustrated here using an example. If we consider 
a marketing project, for example, the law lecture 
accompanying the project could be started directly with 
project-related legal aspects, for example from advertising or 
event law. This would have the advantage for students that 
they would have to combine knowledge from two different 
academic disciplines (business administration and law) in an 
interdisciplinary way and could apply it directly in practice. 

This would be followed by copyright explanations in the 
context of scientific work. In this way, the project participants 
gain knowledge of copyright law, which is essential right now 
for a responsible approach to AI in general and for AI-
supported literature research in particular. This is an essential 
condition for responsible support by AI described in section 
C. In this way, students gain an understanding of the 
importance of scientific source work right from the start of 
their studies, thus fostering reliable scientific work. 

Lectures on data protection and employment law are 
suitable for the subsequent data collection and data evaluation. 
This is because there are data protection and employment law 
pitfalls, especially when entering data into an AI, which can 
be discussed and illustrated to the students using the project-
related questions that arise. Finally, the publication of the 
project should be followed by an explanation of media law.  

However, the revision of the curriculum must not stop at 
the content. As mentioned above, there is also a need for 
action when it comes to the legal forms of examination. For 
example, the portfolio examination offers advantages in the 
responsible use of AI. In this way, the deficits of students in 
dealing with AI tools identified under section C can be 
addressed. The preparation of presentations on individual 
legal problems initially offers the opportunity to use various 



AI models. Students must also develop their own views and 
apply them to their project. The subsequent oral defense of the 
papers checks whether the students have actually understood, 
critically reflected on and questioned their explanations. 

The procedure described here for a marketing project can 
be adapted to any other project. For example, IT law would be 
the introductory module for the legal aspects of a project in 
the context of business informatics. The other legal lectures 
could be held analogically to the marketing project described. 

Result: Law applied in a project-based and 
interdisciplinary way, no longer just learned in relation to 
exams and thus better understood in practice. 

 

IV. CONCLUSION 

When developing a teaching concept to promote AI 
literacy among students, two different approaches can be 
chosen. One option is to use an AI literacy framework to 
develop the concept in a top-down process. Due to the 
weaknesses of the currently available AI competence 
frameworks, a bottom-up approach was chosen instead in this 
article. This begins with an identification of the challenges 
that students face when conducting an empirical research 
project. It then examines the extent to which AI provides 
support in solving these challenges. The comparison of the 
challenges with the support provided by AI leads to the 
definition of use cases. Experience gained from the use of AI 
in scientific studies and studies on the potential of AI were 
used to develop the use cases. Finally, the necessary skills 
were determined on the basis of the use cases. 

If we compare the competencies determined using the 
bottom-up approach with those found in Long and Magerko's 
AI Literacy Framework, there are significant differences. The 
two sets of competencies differ in terms of their scope, the 
competencies they contain and their specificity. 

From the authors' point of view, both approaches (top-
down and bottom-up) are fundamentally justified. The 
advantage of the bottom-up approach is that it is very action-
oriented and can identify the specific skills that are required 
for a particular purpose in a specific situation. In addition, the 
bottom-up approach provides orientation as to which 
competencies are highly relevant in practical application. This 
is because competence frameworks often consist of extensive 
lists of required competences that place high demands on 
students and are often difficult to fulfill. In line with deeper 
learning, it is important to prioritize the competencies in order 
to enable targeted and intensive support. 

 

V. OUTLOOK 

The comparison of competencies required by AI 
competence frameworks with those arising from use cases 
should be taken up much more strongly by scientific research 
in the future. This will allow gaps to be identified in the AI 
competence frameworks and their practical suitability to be 
tested. In addition, the development of use cases can create a 
link between the general AI competence frameworks and 
practice. Ultimately, this will ensure that the concepts for 
promoting AI skills are both theoretically sound and 
practically relevant. 

However, this requires that significantly more use cases 
for the use of AI are developed in the future. There are 
numerous advantages associated with the development of use 
cases. They are based on the concrete use of AI in specific 
contexts, which makes them highly relevant in practice. As a 
result, students build up targeted action skills, which also 
contributes to student motivation and commitment. In 
addition, the skills acquired can be used directly to solve the 
challenges that students face at university or in practice. 
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Abstract—To mitigate the effects of man-made climate change
a switch to renewable energy sources is necessary. However,
new wind turbines are not built as quickly as is necessary in
Germany. There are many sources of delays or even conflicts, e.g.,
slow approval processes, lack of public acceptance, or wildlife
conservation laws. In the project WindGISKI we therefore
developed an AI model which is able to predict wind farm
suitability scores for areas in Germany, as well as which features
are most important for the model’s prediction. By feeding this
information into a geographic information system (GIS), this
system can assist end users, such as region planners in local
authorities or employees of wind energy companies, in their
decision making and thus speed up the transition to renewable
energy. In this paper we present a survey we conducted among
industry experts, our AI model and a work-in-progress prototype
of our vision of an AI-enhanced GIS. The expert survey was
necessary to identify suitable samples for training our AI. It
showed that urban structure and nature preservation are most
relevant to wind energy projects, while social factors are barely
relevant. Additionally, we designed a new metric for measuring
our model’s performance in the light of a very drastic class
imbalance of samples which rendered existing metric unsuitable.

Index Terms—artificial intelligence, deep learning, geographic
information system, renewable energy, wind energy

I. INTRODUCTION

The German government aims for the country to become
neutral in terms of greenhouse gas emissions by 2045 in
order to minimize the effects of man-made climate change.
Producing energy from renewable sources, such as wind and
solar energy, is an essential aspect in the strategy to achieve
emission neutrality. However, the actual amount of new wind
turbines being built every year lags behind the target metrics
set by the government. Multiple reasons prevent a faster
expansion of wind energy in Germany, e.g., slow approval of
permissions for wind farm projects, high construction costs, a
lack of public acceptance of wind turbines, or conflicts with
nature protection laws or laws regulating disturbances caused
by exposure to noise or shadows [1], [2]. As a consequence,
too few potential areas for wind farms are proposed by local
authorities and the actual wind energy projects are often
delayed beyond their initial target date due to lawsuits. Even
though the wind energy industry gained a lot of experience in
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Fig. 1. The project WindGISKI is about using an AI to enhance a GIS to
assist in finding new, suitable areas for wind farms.

the recent decades, the average time from starting the pre-
planning of a new wind farm to finishing its construction
increased from 5.5 years in 2015 to 8 years in 2022 [3].

The project WindGISKI1 aims to use artificial intelligence
(AI) to enrich a geographic information system (GIS) with
additional information in order to assist people involved with
wind energy projects, e.g., employees at local authorities or at
wind energy companies, in their decision making process, as
shown in Fig. 1. The goal is to identify low conflict areas in
Germany on which new wind farms can be built quickly.

The interdisciplinary project team consists of research in-
stitutes from several fields, including engineering, computer
science, social sciences, and life sciences, as well as compa-
nies working in the renewable energy business. Due to the
broad range of interests affecting wind energy, a wide range
of knowledge is necessary for the success of WindGISKI. The
project covers many aspects: identifying features relevant to
wind energy projects, collecting data suitable for AI model
development, conducting interviews and surveys with industry
experts for validation, implement noise propagation simula-
tions, and more. In the end, the goal is not only to have an
expert-validated AI model proposing areas suitable for wind
farms, but to also have a separate reference booklet which
instructs users of the AI on how to use it, as well as what
other factors to consider when realizing a wind energy project
that an AI cannot cover. As an example, involving the local
population in a project such that it directly benefits from the
nearby wind farm increases the acceptance and therefore how
quickly the turbines can be built.

This paper specifically covers the AI model we developed
for WindGISKI, our vision of how users may interact with
the AI, and what information the AI can provide to assist

1https://www.windgiski.uni-hannover.de/



decision making. The remaining structure is as follows: in the
next section we will discuss related work. Then we describe
our method, i.e., the actual AI model and surrounding aspects
relevant to its development. In the fourth section we will
evaluate our model before finishing with a conclusion.

II. RELATED WORK

The combination of an AI and a GIS has already been
proposed in many cases. The closest work to ours is a
very similar work using an AI-enhanced GIS to assist wind
farm planners in Tuscany, Italy [4]. However, their spatial
resolution is far coarser than ours at 10km compared to our
50m. The next closest is a work predicting suitable wind
turbine locations in the USA [5]. The authors are mainly
concerned with studying the relationship of wind energy and
wildlife conservation, though. Another work is concerned with
predicting wind energy potential using AI and geospatial
data [6]. Wind energy potential is an input feature for our
model. Other works combining AI and GIS include efforts to
improve decision making in other domains, e.g., city planning
or disaster management [7]–[11]. A survey of state-of-the-art
uses of geospatial data, including AI-based ones, can be found
in [12]. A novel approach of combining AI with a GIS is using
a large language model as a user interface to a GIS to help end
user with creating visualizations or evaluations using existing
data within a GIS [13].

III. METHOD

In this section we first discuss our dataset and the difficulties
we faced with collecting suitable data for training an AI
model. A survey conducted among industry experts, which
we present in the second subsection, helped mitigate some of
these difficulties. In the third subsection we explain the models
we evaluated and in the last subsection we present our vision
of how end users should be able to interact with our AI.

A. Dataset

In an initial phase of WindGISKI the project partners col-
lected a list of features relevant to the success of a wind farm
construction project. Each feature was classified as relevant
to the AI model and/or relevant to the reference booklet,
which was mentioned in the introduction, based on whether
the feature is actually measurable and if so, measurable at
a large scale, i.e., for the entirety of Germany. Features
representing clear proposals without any room for decisions,
such as involving the local population and having it directly
benefit from the new wind turbines, were classified as only
relevant to the reference booklet. Features from the categories
meteorology, bodies of water, landscape preservation, nature
preservation, wildlife conservation (birds and bats), forests,
structure of urban development, traffic infrastructure, power
grid infrastructure, topography, aviation, and military concerns
were used by the AI model. Some features were discrete
classifications, e.g., is an area a legally designated nature
preservation area, while other features were continuous, e.g.,
distance to the closest residential building. A small subset

of features was omitted entirely due to funding guidelines:
WindGISKI must be non-political. Therefore features such as
the voting behavior of the local population were omitted.

All of the data relevant to the AI was collected in a geo-
referenced form, mostly as polygons. In order to be able train
a model on this data we partitioned Germany in cells of size
50m × 50m resulting in a tensor of shape [H,W,C] with
the height H = 17359, width W = 12818, and the feature
dimension C. We stored each feature as a separate image
in order to be easily able to choose which feature to load
at each step of the AI training pipeline and which feature
to omit to save processing time and memory. We converted
all polygon coordinates to the EPSG:4839 coordinate system
and rasterized all features into the data tensor. Data which
was already rasterized was reprojected to the same coordinate
system and resolution as our data tenstor.

We used a subset of |Ce| = 33 features to determine cells
on which no wind turbine can be built for any reason, e.g.,
economic reasons (insufficient wind speed) or legal reasons
(presence of residential buildings). For the actual AI model
we used |Cm| = 57 features with some overlap between the
features in Ce and Cm. Again, residential buildings are an
example: they prevent wind turbines from being built in the
same location (Ce) but the distance to the closest such building
is also relevant to how suitable a cell is for wind turbines (Cm).

A naive approach for training a model would be a binary
classification of cells based on whether they are part of an
existing wind farm (positive class) or not (negative class).
However, this approach is unsuitable since the premise of
the project is that cells exists which are suitable for wind
farms but no turbines have been built there yet. Therefore, we
needed a way to identify samples which actually represent the
negative class well. The cells omitted due to Ce are unsuitable
as negative samples since the model would at best learn to look
for overlapping features in Ce and Cm and therefore learn
to identify what we already know. To mitigate this problem,
we used the results of a survey we conducted among industry
experts to create a rough scoring of cells to identify those cells
which are likely negative samples but which are not excluded
due to the presence of a feature in Ce.

We used wind farm cells as positive samples. However, we
face a similar problem as we do with the negative samples.
Due to advances in technology and changes in Germany’s legal
framework some existing wind turbines would no longer be
built nowadays. We created a filtered subset of all existing
wind turbines in which we excluded all wind turbines which
were commissioned before January 1st, 2010, or whose total
height (hub height plus rotor radius) is less than 150m. The
age filter accounts for the change in the legal framework. The
height filter was used to exclude wind turbines which can no
longer be built and run in an economically feasible way today.

Our dataset only contains coordinates of wind turbines
but no wind farm identifiers as that concept is usually not
represented in databases such as the Marktstammdatenregister.
We therefore used the following approach based on heuristics
provided by industry experts. We placed an ellipse around each



wind turbine with its major axis aligned with the prevalent
wind direction. For simplicity and based on expert knowledge,
we assumed south-west winds as prevalent wind direction for
all of Germany. The radius along the major axis was 5D and
3D along the minor axis with D being the rotor diameter.
This ellipse represents the area in which no other wind turbine
should be built due to negative interactions between nearby
wind turbines. However, since wind farms are built compactly
to maximize the number of turbines in a farm, these ellipses
will overlap for close turbines within the same wind farm.
Therefore, we use the overlapping of these ellipses as criterion
to decide whether two turbines belong to the same wind farm.

Due to our assumptions wind farm assignments can be
efficiently computed by rotating our coordinate system such
that the first axis aligns with the prevalent wind direction and
the second axis aligns with the minor axis. By scaling all
coordinates by 1

5 and 1
3 along the respective axes all ellipses

become circles of radius D in this transformed space. As a
result, we only need to compare the Euclidean distance of any
two turbines in this transformed space to the sum of their rotor
diameters to decide whether their ellipses overlap or not.

After identifying wind farms, we computed the convex hull
of each wind farm and intersected this hull with the union of
all the wind turbine ellipses. The resulting area was used as
the wind farm area. The intersection of the convex hull and
the ellipses was necessary to get a better approximation of
some wind farms, e.g., those shaped roughly like the letter
L. We then rasterized the resulting wind farm areas into our
data tensor. We performed this entire process once without
either of the previously described age and height filters and
once with both filters active. The difference in area between
the two variants was marked as “ignored”. This area contains
a wind farm so we do not want to use it for negative samples
but due to the aforementioned reasons we do not want to use
it for positive samples either.

To compute distances to a feature, e.g., the distance to
residential buildings or forests, we used an algorithm based
on parabola intersections to compute a distance field for the
respective feature [14], [15].

B. Expert Survey

To validate the results of WindGISKI’s AI, interviews with
and a survey among experts were conducted. The interviews
ensured that no relevant features were missing on our list.
We then conducted an online survey among industry experts.
The link to the survey was sent to almost 900 persons, 66
of which responded. 45 of those 66 persons answered the
survey fully, while the rest chose to drop out at some point.
Due to the low number of full responses we consider our
survey to be not be representative but still show trends. The
respondents were employees or members of a diverse set
of groups, e.g., wind energy companies, local authorities,
nature conversation organizations, or law firms. According
to the self-reported experience, about 50% of respondents
have more than ten years of experience in wind energy and
about 23% of respondents have between six and ten years
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Fig. 2. Mean relevance of feature categories according to a survey we
conducted among experts. We omitted the variance since we do not consider
the survey representative.
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Fig. 3. Histogram of expert ratings of two features from the category “urban
structure”. The close proximity of residential buildings is considered to affect
wind farm projects negatively while the close proximity to businesses or
industry on average has no influence according to experts. There is a slight
bias towards a positive influence, though.

of experience. Participants were asked about their goals in
the wind energy industry, for whom they think our AI may
be useful, how relevant each feature category is, and to rate
each feature within each category. The last two questions, i.e.,
feature category relevance and feature rating, are particularly
important for our AI model training.

For the feature relevance participants were asked to assign
an importance or relevance with regard to their goals to each
category on a ten step Likert scale from 1 (low relevance)
to 10 (high relevance). The results are shown in Fig. 2. The
most relevant categories are urban structure (where people live
and work), wildlife conservation (e.g., birds and bats), and
nature preservation. Social factors such as age distribution of
the nearby population are of relatively low concern.

For the feature rating participants were asked to rate each
feature on a five step Likert scale with regard to their goals:

1) Negative influence
2) Moderate negative influence
3) No influence
4) Moderate positive influence
5) Positive influence

Each feature was assigned to exactly one of the categories
in Fig. 2 and all features were grouped by category in the
survey. We also included all features we did not deem relevant



to the AI in our dataset. A small excerpt of the results is
shown in Fig. 3. The responses showed that some features have
a negative influence, e.g., proximity to residential buildings
(urban structure), while others affect wind energy projects pos-
itively, e.g., trust in local authorities (social factors). This even
translated into trends for entire categories. Certain categories
like urban structure or aviation largely contained features
with a negative influence while social factors were deemed
to mostly have a positive influence.

As mentioned in the previous subsection, choosing reliable
negative samples for AI model training from our dataset
was an issue. We therefore used the expert survey results to
implement a rough scoring of each cell from our dataset to
identify negative samples. In our scoring model, we assigned
a factor ωc to each category and to each feature ωf . The score
assigned to a cell is ∑

f∈F

ωc(f) · ωf

with the subset F of features relevant to that cell and c(f)
being the category f is in. The distance up to which each
feature is considered relevant, e.g., up to which distance a
residential building is considered to be close and therefore
relevant, was determined by an industry expert.

To determine the factors ωc and ωf we used the hyperpa-
rameter optimization tool SMAC [16]. First, we computed the
relative amount of responses for each feature category c and
each response i ∈ {0, 1, 2, . . . , 9} such that ci is the relative
amount of responses that rated the category c at 10 − i. As
an example, 63 out of 66 survey participants answered the
question regarding the category c = “urban structure”. 41 out
of those 63 responses rated the relevance of this category as
10, therefore c0 = 41

63 ≈ 0.65. We also determined relative
amounts of responses fi for each feature in the same way.

We modelled ωc has having an exponential decay in rele-
vance, i.e.,

ωc =

9∑
i=0

ci · e−λ·i

with the hyperparameter λ being one of two hyperparameters
optimized by SMAC. We modelled ωf as

ωf = −α · f1 − β · f2 + β · f4 + α · f5

with α = 0.5 + γ and β = 0.5 − γ where γ ∈ (0, 0.5) is the
second hyperparameters opitmized by SMAC. In this equation
f1 is the relative amount of “negative influence” responses, f2
is the relative amount of “moderate negative influence”, and
so on (cf. the enumeration earlier in this subsection).

This modelling was chosen such that an emphasis is put on
the higher ratings wrt. to ωc and such that α and β are values
between 0 and 1 with α > β. Furthermore, ratings of negative
influence (f1 and f2) lead to negative scores, ratings of no
influence (f3) were ignored, and ratings of positive influence
(f4 and f5) lead to positive scores.

SMAC needs an optimization goal to be able to optimize
hyperparameters. As a maximization goal, we choose the

relative number of cells being assigned a score less than
the mean score of the non-ignored wind farm cells. The
hyperparameter values λ ≈ 0.359 and γ ≈ 0.023 maximize
this goal with about 82.8% of cells being assigned a score
less than the non-ignored wind park mean score. With these
hyperparameter settings we computed a rough scoring of all
cells in our dataset which we then used later to choose reliable
negative samples for our AI model training.

C. AI Model

The goal of WindGISKI is to train an AI which proposes
suitable areas for constructing wind farms. However, we do not
simply want to replicate decisions by experts but rather to use
the rough scoring from the previous subsection as a guide. The
goal is for the AI to be able to discover new suitable areas
which experts have not discovered yet so far. Therefore we
implemented three different AI model variants with different
levels of reliance on the survey-based scoring.

The first two variants are based on how the model is
trained while being flexible wrt. the model architecture. The
third variants requires a specific kind of model architecture in
addition to a specific way of training:

1) Binary classification
2) Metric learning
3) Normalizing flows
Our first variant treats the problem as a binary classification.

The model is trained to assign high logits (= scores) to positive
samples taken from non-ignored wind farms and low, even
negative, logits to negative samples chosen based on the rough
scoring from the previous subsection. We train the model to
minimize the cross-entropy

H() = −
∑

cls∈{neg,pos}

1y=cls · log (p(cls|x))

where x is a vector of length |Cm| from our data tensor,
i.e., a vector describing all the features of a single cell, and
y ∈ {neg, pos} defines whether the sample x is a positive or
negative sample. log (p(cls|x)) is the model’s prediction. The
logits log (p(pos|x)) predicted by a model trained this way
can be used as a score for each cell.

To choose which samples to use as negative samples we
first determined the number of positive sample cells n in each
federal state. Since federal state laws differ wrt. to wind energy
we chose as many negative samples from each federal state as
there positive samples in that state. We ordered all candidate
cells, i.e., cells not excluded (cf. Ce in subsection III-A) which
are not part of an existing wind farm, by their expert-based
score in ascending order. We then randomly chose n negative
samples from the bottom 3n samples of this ordered list, i.e.,
we randomly chose from a subset of candidates likely to be
good negative samples.

Modern models in other domains such as natural language
processing or computer vision often are based on a transformer
architecture such as OpenAI’s famous GPT-line of models
[17], [18]. However, these models require a far larger amount
of training samples than we can provide. We therefore used
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output vector of the Dropout layer to form the input of the last Linear layer.

an older but still performant multi-layer perception (MLP)
[19] architecture as shown in Fig. 4. MLPs are even still
used as components within transformers, e.g., the feed forward
blocks in [17]. Inspired by the design of modern convolutional
neural networks (CNNs) [20], [21], we used layer normal-
ization instead of batch normalization and GELU instead of
ReLU as activation function. Therefore, our modernized MLP
consists of several blocks, each of which consists of a linear
transformation layer followed by a layer normalization layer
and a GELU layer. After the final such block, we apply dropout
[22] before applying a final linear transformation of the model
features into log (p(pos|x)) (it is not necessary to compute
log (p(neg|x)) explicitly to compute the binary cross entropy).
The input of our MLP is a vector x describing a single cell
of our dataset. Optionally, we provide context information
describing the surroundings if the cell represented by x. If
we do so, we concatenate the context feature vector with the
output of the dropout layer before applying the final linear
transformation. Since this changes the number of weights of
the last layer, in each experiment we decide whether to always
use context information or to never use context information.

In order to be able to train deeper models with more overall
layers, modern models use residual connections, i.e., the input
of certain layers is added to the output of later layers [17],
[23]. To take advantage of this, we also evaluated an MLP
with residual connections as shown in Fig. 5. Keeping in line
with [23] we place the residual connections such that their end,
where two signals are added together, are placed just after a
normalization and before an activation function application.
For the residual connection to be well-defined, the number of
features going into the repeated residual block and the number
of features going out of the block have to be equal. In order to
allow a different number of features, e.g., for applying non-
linearities in a higher dimensional intermediate space, each
repeated block contains two linear transformations. The first
linear layer may map the features to a higher dimensional
space, while the second layer then projects the features back
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Fig. 5. Another MLP architecture we evaluated. Compared to Fig. 4, this
architecture uses residual connections and a larger block that is repeated
several times. Again, details on the configuration can be found in section
IV. Also, the context information is optional and, if present, integrated in the
same way as in the standard MLP, i.e., by concatenation.

into the same space that was used as an input to the block. The
rest of the residual MLP design is the same as in our regular
MLP (Fig. 4) with the exception of the context information,
which, if available, is concatenated to the input of the first
linear layer in every residual block.

For the optional context information we start with a small
image centered around the cell x for which we want to make a
prediction. Each “pixel” of this image is a cell, i.e., this image
has |Cm| channels. We use an image classification model as
feature extractor, as is common for many computer vision tasks
such as segmentation or object detection. We change the first
convolutional layer of the classification model to accept |Cm|
input features and remove the final classification layers. We
flatten the extracted feature map into a vector which is then
used as the context information for the MLPs. Again, due to
the lack of training data, we use an older, smaller, parameter-
efficient model, namely Xception [24], as our feature extractor.

The second training approach we used for our models
is based on metric learning. In metric learning a model is
trained to directly assign scores to input samples, e.g., siamese
networks learn to compute a similarity score for pairs of
inputs. In our case, we compute scores for individual cells.
We use the exact same network architectures as before, but
we use a different loss function. The loss function

L(x1, x2) = ReLU(m(x2)−m(x1) + ∆)

compares two samples x1 and x2. It penalizes the model m
if it assigns a higher score m(xi) to x2 than it does to x1.
The score m(x1) is supposed to be at least ∆ larger than
m(x2). Therefore, x1 is supposed to be a better sample than
x2. We use two kinds of pairs of samples for our loss. First,
we use inter-class pairs, i.e., x1 is a positive sample and x2

is a negative sample. In this case we use a large value for ∆.
Secondly, we use intra-class pairs, i.e., both xi are from the
same class (positive or negative) but x1 has a higher score than
x2 according to the expert-based rough scoring. We do use a



Fig. 6. Coupling blocks which can be used to implement a normalizing flow.
Diagram taken from [25].

smaller value for ∆ in this case but we do not use the actual
difference of the rough scoring. We use the rough scoring as
a ranking rather than a true absolute scoring.

The third and last training approach is based on normalizing
flows [25]. Normalizing flows are invertible models, i.e., they
map vectors of a specific length to vectors of the same length.
However, the output vector is actually in the space of a known
probability distribution, usually a multivariate standard normal
distribution. This can be achieved by a sequence of coupling
blocks as shown in Fig. 6. Each coupling block takes an input
vector and splits it into two components u1 and u2. First, u2,
and optionally context information c, is used to compute the
scaling and translation parameters of an affine transformation
via the submodules s1 and t1. This affine transformation then
transforms u1 into v1 which is used in a similar fashion to
compute an affine transformation of u2 into v2. Then, v1 and
v2 are concatenated into the output of the coupling block. This
sequence of affine transformations is reversible.

Assuming that the output of the final coupling block is in
the space of a multivariate standard normal distribution, the
likelihood of the output vector can be computed. Minimizing
the loss function

L(x) = E
[
∥m(x)∥22

2
− log |J |

]
with the input vector x representing a single cell of our dataset,
the normalizing flow model m and the determinant |J | of the
Jacobian matrix δm

δx , results in maximizing the likelihood of
all samples x shown to the model m. Normalizing flows learn
the distribution of all the samples shown to it. The model will
learn to assign high likelihoods to wind farm cells and low
likelihoods to every cell that is dissimilar. We therefore do
not need the rough scoring in this approach at all.

To increase the transparency of the black box AI models we
use, we use integrated gradients to compute the importance
of each feature. First, we compute the average features of
all cells in our dataset as a baseline x̄. We then, for each
cell, linearly interpolate in multiple steps from the baseline to
the actual cell features, compute the loss and backpropagate
the gradients to the input vector x. The integrated gradient
then is the sum of these input gradients over all interpolation
steps. The relative absolute values of the individual features in
the integrated gradient measure the relative importance of the
features to each other. We further improved this measurement
by using SmoothGrad. SmoothGrad applies the integrated

gradient computation multiple times to each cell x but adds a
small amount of random noise to x each time. The final result
is the average of all integrated gradients for a given cell x.

D. Geographic Information System

In Fig. 7 we show a work-in-progress prototype of our
vision on how to integrate our AI model’s predictions into a
GIS. The screenshot at the top shows an excerpt of Germany
(northern tip of Germany including the island Sylt) and a user
control panel (left-hand side). The excerpt shows Germany as
a heatmap (from purple for low scores over blue and green
to yellow for high scores) with excluded areas (cf. Ce in
subsection III-A) shown in red. Gray is used for cells outside
of Germany, including the sea. A zoomed out preview of all
of Germany can be seen in the bottom-left of the screenshot.

From top to bottom, the control panel allows the user to
select which AI model to use. In the screenshot a model trained
solely on data from the federal state Schleswig-Holstein is
selected in the drop-down menu. Next, the user is able to adjust
the scoring (“Bewertung”) used for the heatmap. Options are
“absolute” (the score range is mapped to the interval [0, 1] with
0 being rendered in purple and 1 being rendered in yellow),
“relative” (each cell x is mapped to a value in v ∈ [0, 1];
v is the relative amount if cells in the training data which
has an equal or lower score than the cell x), and “relative
to wind farms” (same as “relative” but only the wind farm
cells from the training data are used as a reference). The
heatmap can even be turned off, rendering all heatmap pixels
as black instead. The controls also allow the user to scale
certain features (distance to residential buildings is shown in
the screenshot) before the model assigns a score to each cell.
This allows the user to simulate changes in laws, e.g., if a
change in law required all wind turbines to be twice as far
away from residential buildings, settings the corresponding
feature’s factor to 0.5 would simulate this change.

Next, the user is able to choose a target area (“Zielfläche”)
for further evaluation. The current target area is shown as a
magenta square near the center-right of the screenshot. An
actual end-user application would require the user to be able
to specify areas freely as arbitrary polygons. The evaluation
(“Auswerten”) button opens a new window, a mock-up of
which is shown in the bottom-left of Fig. 7. This window
shows the distribution of scores in the target area, as well as
which features were most important in the model’s decision.
A history of recently viewed target areas is also shown for an
easy comparison of areas.

The optimization (“Optimieren”) button leads to a series of
dialogues in which the user can set parameters for areas to
propose. Example parameters are the desired shapes of wind
farms, the number of wind farms, constraints such as distances
to existing wind farms, or the minimum area which should
be proposed for new wind farms. An evolutionary algorithm
is then used to find a configuration of areas satisfying all
constraints and optimizing a desired goal, e.g., maximizing the
average score of the proposed cells. As a last step, the user
can inspect all areas proposed by the evolutionary algorithm
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Fig. 7. A work-in-progress prototype demonstrating the integration of our AI model into a GIS. The heatmap uses mock data.

as they could do by choosing a target area directly and using
the evaluation button.

Lastly, the last group of controls allows the user zoom the
excerpt of Germany. The excerpt can be panned by holding
a mouse button and moving the mouse or by clicking on the
desired location in the small preview in the bottom-left. Next
to the preview are controls allowing the user to disable the
exclusion of cells due to certain features in Ce, i.e., fewer
cells will be red. Again, this enables more freedom of choice
for the user and allows adaptation to changes in laws.

IV. EVALUATION

In this section we evaluate our model variants and further
inspect the performance of the best variant in the different
federal states of Germany. But first we introduce our evaluation
metric, since existing metrics only provide a poor signal for
optimization and/or comparison of models.

A. Metrics
In each experiment we applied the standard practice of

partitioning our training data into an actual training subset and
a validation subset (roughly 15% of samples). For the positive
samples we assigned each wind farm to either the training
subset or the validation subset so that all cells of a wind farm
are either used for training or used for validation.
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Fig. 8. Distribution of scores of model’s prediction (left). The blue curve
shows the distribution of all non-excluded cells of an entire federal state while
the orange curve only shows the score distribution of the wind farm cells. The
right shows two attempts at quantifying the quality of the model. The blue
curve is a precision-recall curve used to compute the average precision while
the orange curve is used to compute our evaluation metric.

We quickly noticed that regular metrics such as accuracy,
precision, or recall did not provide useful information for
comparing models and therefore for optimizing hyperparame-
ters such as the number of layers. Almost all models quickly
achieved 100% accuracy, even on the validation subset. We
tried to shift to the average precision, which is commonly used



in object detection. In Fig. 8 an example is shown. To compute
the average precision, a precision-recall curve is created by
systematically choosing a score threshold to classify cells into
positive or negative. The average precision is the area under
the precision-recall curve and is a value between 0 (bad) and
1 (good). However, since there are far more non-wind farm
cells than wind farm cells in every federal state, the precision
quickly drops to very low values. This is to be expected: even
in the federal state Schleswig-Holstein, which has a relatively
dense distribution of wind farms, there are almost 90 times as
many non-excluded non-wind farm cells as wind farm cells. If
we assume that just 1% if those cells are actually very suitable
for new wind farms, the number of non-wind farm cells in the
precision computation quickly outnumbers the total number of
wind farm cells in the entire federal state. This can be observed
in the example in Fig. 8. However, the actual distribution of
scores in the example is actually desirable. The wind farms
are assigned high scores while the federal state overall has
some good, some mediocre, and some unsuited cells, just as
we should reasonably expect.

Our metric uses a similar approach to the average precision
to compare the relative location of two probability distri-
butions while being independent of the absolute number of
cells/samples in either distribution. We want most of the mass
of our distribution of positive samples to be on the higher end
of the overall distribution of all samples/cells, just as shown
in the left subplot of Fig. 8. For the horizontal coordinate x
of the orange curve in the right subplot, we use an approach
similar to the recall. We choose score thresholds t such that
x% of all cells in a federal state have a score of t or less.
For the vertical coordinate, we compute the relative amount
of wind farm cells which have a score equal to or higher than
t. We can use the orange curve in the left subplot to do so.
The meaning of the orange curve in the right subplot can be
interpreted as follows: as you move along the horizontal axis,
you go from the worst scores in the federal state to the best
scores. The vertical axis then tells you the relative amount
wind farms which are at least as good as this score. The curve
for our metric is always monotonically decreasing. As the final
evaluation metric we compute the area under this curve, just
as is done for the average precision. We call our curve the
relative distribution and therefore our evaluation metric the
average relative distribution (ARD).

B. Model Variants

In a first experiment we compared the three different model
training variants with the results shown in Figures 9 and 10.
In these experiments we not only randomly picked a model
training variant and model architecture, but we also randomly
chose the learning rate as a first step in a hyperparameter
optimization process. All MLP models were trained with
N = 4 blocks with a decreasing number of output features of
the linear layers (256, 192, 128, 64). The residual MLP model
used N = 8 blocks with the residual feature dimension set to
128, i.e., the first linear layer in each residual block expected
an 128 dimensional input vector (before concatenation of the
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Fig. 9. The three different model training variants we evaluated: binary
classification, metric learning and normalizing flows. We tested each variant
with and without the optional context information. Binary classification and
metric learning models were tested with our MLP architecture (Fig. 4) and
our residual MLP architecture (Fig. 5). Each data point is the performance a
model trained solely on the federal state Schleswig-Holstein using a random
learning rate.

optional context information if present). The feature dimension
between the two linear layers in each residual block was set
to 256. The dropout probability was set to 0.1 for both model
architectures. For the normalizing flow models, we used ten
coupling blocks and all submodules si and ti consisted of two
linear layers with a leaky ReLU activation in between and
no normalization. The number of input and output features
of each submodule was defined by how the input vectors of
each coupling block got split into u1 and u2. We used 256
features as an intermediate feature dimension between the
two linear layers in each submodule. When using optional
context information, we used Xception to generate feature
maps. Xception eventually increases the feature dimension of
the feature maps it computes to 728 and more. We decided
to limit all convolutional layers to no more than 256 features
to reduce the model size and account for the limited amount
of available training data. The “images” created extended 32
cells in each direction (north, east, south, west) from the
center cell x which was to be scored. Xception uses strided
convolutionas in five places to downsample the input image,
i.e., the resulting feature map had a height and width of 2
spatial units (downsampled by 25 = 32 along each axis) and
a feature dimension of 256 features. This was flattened into
a 1024-dimensional contextual information vector. We trained
all models for 25 epochs.

As can be seen in Fig. 9, normalizing flows are able
to learn the training subset by heart but fail to generalize
well to the validation subset. They also perform worse when
adding context information. Both MLP-based model training
variants performed well with a slight advantage to the binary
classification-based approach. There is a slight increase in
performance on the validation subset. For computing the vali-
dation performance we not only removed all cells belonging to
training wind farms but also all cells within a 250m vicinity of
those cells since we already noticed during development that
models often tend to rate the immediate vicinity of existing
wind farms very highly, i.e., they tend to suggest to simply
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Fig. 10. Subset of the data shown in Fig. 9. Only binary classification data
points are shown.
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Fig. 11. Mean performance of the residual MLP model trained via binary
classification. The configuration tuple specifies the extend of the context (first
value) used in each cardinal direction and the number of downsampling steps
used (second value). In the previous experiment (Figures 9 and 10) we only
tested the configurations (0, 3) and (32, 5). The second value is irrelevant
when using no context information (first value = 0).

increase existing wind farms instead of proposing new, well
suited areas. Therefore, we remove the immediate vicinity of
the training wind farms for validation purposes. As can be
seen in Fig. 10, the residual MLP performed slightly better
than the regular MLP. We therefore chose to focus on the
residual MLP trained using binary classification as our best
model variant from this point on.

We could not draw conclusions whether context information
is actually helpful or not from the previous experiment. After
deciding on the best model variant we ran another experiment
in which we tested different context information configuration
15 times each. The mean performance across training epochs
is shown in Fig. 11. When using less than the default five
downsampling steps, we removed the later downsampling
steps by setting the corresponding strides to 1 (from 2) while
keeping the earlier downsampling steps. This is a common
strategy also used in semantic segmentation models to increase
spatial resolution (fewer downsampling steps) while keeping
computational costs low (removing the late rather than early
downsampling steps). While a large context of 32 helped with
training performance, validation performance was actually best
for the (16, 4) and (8, 3) configurations. Since there is no
significant difference between those two configurations, we

TABLE I
MEAN PERFORMANCE AND STANDARD DEVIATION OF THE BEST MODEL

(RESIDUAL MLP; BINARY CLASSIFICATION; OPTIMIZEZD
HYPERPARAMETERS) TRAINED AND EVALUATED ON DIFFERENT FEDERAL

STATES. WE OMITTED THE CITY STATES BERLIN, BREMEN AND
HAMBURG BECAUSE ALMOST NO LARGE ENOUGH WIND TURBINES HAVE

BEEN COMMISSIONED IN THEIR AREA IN RECENT YEARS.

federal training validation
state performance (ARD) performance (ARD)

Baden-Württemberg 93.4%± 0.5% 77.4%± 1.4%
Bayern 81.2%± 2.8% 79.0%± 4.1%

Brandenburg 88.7%± 0.5% 86.7%± 1.1%
Hessen 90.3%± 0.6% 75.1%± 2.5%

Mecklenburg-Vorpommern 87.5%± 0.7% 83.5%± 1.3%
Niedersachsen 84.2%± 0.9% 86.1%± 0.9%

Nordrhein-Westfalen 88.9%± 0.5% 84.3%± 0.7%
Rheinland-Pfalz 89.9%± 0.7% 90.2%± 1.0%

Saarland 93.1%± 1.1% 87.8%± 1.5%
Sachsen 95.9%± 0.8% 77.1%± 6.1%

Sachsen-Anhalt 91.5%± 0.6% 92.6%± 1.0%
Schleswig-Holstein 89.1%± 0.5% 95.4%± 0.4%

Thüringen 94.7%± 0.6% 86.5%± 1.7%
all 86.1%± 0.5% 83.4%± 0.7%

chose (8, 3) as our best configuration going forward. The
downward trend of the validation performance across the
epochs already indicates that we train the models for too long,
an issue we fixed by further hyperparameter optimization.

C. Best Model

After deciding on the best model variant, we ran a random
search to optimize the hyperparameters used for our model. We
used the federal state Schleswig-Holstein for this hyperparam-
eter optimization process. Our optimized hyperparemeters are
as follows. We set the number of input and output features of
both linear layers in the residual blocks to 480 and reduced
the number of blocks N to 7. The dropout probability was
decreased to 0.025 as well. Furthermore did we change the
number of features used by Xception. The model starts with
32 features after the first convolution and increases this number
roughly by a factor of 2 until reaching the final number
of features of 2048. We changed this to 24 after the first
convolution and an increase by a factor of 1.5 up to the final
number of features of 411. We used a learning rate of 0.0019
with the optimizer AdamW [26], [27] and cosine annealing
learning rate schedule [28]. We trained for 14 epochs with a
mini-batch size of 1024, half of which were postive samples
and the other half were negative samples.

Performance results of the optimized model can be found in
Tab. I. The model converges to good solutions, even in federal
states with very few wind farms such as Saarland or Sachsen.
The performance on the training subset ranges from 81.2%
in Bayern to 95.9% in Sachsen. The validation performance
ranges from 75.1% in Hessen to 95.4% in Schleswig-Holstein
and is therefore, as expected, slightly worse than the training
performance. While there still is some room for improvement
in some federal states, the performance is already good enough



to make a prototype as described in subsection III-D very
viable and useful.

V. CONCLUSION

In this paper we presented WindGISKI, a project which
aims to use AI to enhance a geographic information system to
assist users in identifying areas suitable for the construction
of new wind farms. We collected more than 60 geographical
features for use in a large dataset covering Germany. We
then conducted a survey among experts and used the results
to identify a small subset of samples to use as positive
and as negative samples for training a deep neural network
model with residual connections. This model is able to assign
suitability scores to every 50m × 50m square in Germany.
A work-in-progress prototype will make the AI’s prediction
accessible to end users to assist them in choosing suitable
areas and help them understand why an area is considered
suitable or not.

In future work we want to validate our AI model based
on expert knowledge. The survey we conducted unfortunately
had too few participants. We therefore are considering using
statistical measurements which do not rely on absolute values
such as the rank correlation for validation. A high rank
correlation, i.e., the AI model and the experts rank feature
importance and/or cell scores similarly, would point to the
AI model actually reflecting expert knowledge. Another, more
involved, approach could be to have experts manually score
certain areas and compare their results to the AI’s predictions.
Or the experts could choose suitable areas from a larger region
and, once the evolutionary algorithm part of our prototype
is done, we could compare their choice to our prototypes
optimization routine.
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generation with conditional invertible neural networks,” arXiv preprint
arXiv:1907.02392, 2019.

[26] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
arXiv preprint arXiv:1412.6980, 2014.

[27] I. Loshchilov and F. Hutter, “Decoupled weight decay regularization,”
arXiv preprint arXiv:1711.05101, 2017.

[28] I. Loshchilov and F. Hutter, “Sgdr: Stochastic gradient descent with
warm restarts,” arXiv preprint arXiv:1608.03983, 2016.



 

AI Systems Engineering and Dataspaces – 
Two Sides of the same Coin 

 

 

Thomas Usländer  
Information Management and Production Control (ILT) 

Fraunhofer IOSB 
Karlsruhe, Germany 

https://orcid.org/0000-0001-6864-6631 

Philipp Hertweck 
Information Management and Production Control (ILT) 

Fraunhofer IOSB 
Karlsruhe, Germany 

https://orcid.org/0000-0002-1051-8052 

Abstract— AI projects in industrial production lead very 
often, in particular in small and medium sized enterprises, only 
to prototypes or to demonstrators, although in most cases they 
propose promising solution concepts. The emerging discipline of 
AI Systems Engineering addresses this problem via a systematic 
engineering approach that gives guidance where to start and 
how to proceed. This article describes how the concepts of 
dataspaces and digital twin systems may support the 
engineering of AI-based solutions. It focuses on the particular 
challenge of providing usable data, e.g., as training datasets for 
machine learning, whether within the shop-floor, a company or 
via domain-specific dataspaces encompassing multiple 
companies. Furthermore, it highlights how digital twin systems 
relate to the data provisioning and the operational phase in AI 
Systems Engineering. 
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I. INTRODUCTION 
There are many success stories about the use of AI 

methods in industrial production, especially machine learning 
(ML). However, these developments do often not get beyond 
a prototype status. There are difficulties in the transition to 
operational use with all its boundary conditions such as 
controllability, robustness and maintainability of the technical 
systems. In addition, the question arises as to whether 
statements and recommendations from AI-based solutions can 
really be relied upon from an engineering perspective, 
performance indicators, corresponding quality standards and 
compliance to regulations (e.g., European AI Act).  

For AI-based inspection systems, a study by Maddox AI 
illustrates the current situation [1]. While 70 percent of the 
participants in a survey consider AI-based inspection systems 
to be ready for series production, only 17 percent are currently 
using them. In addition to the high costs (56%), which 
questions the economic use, the reasons lie firstly in the lack 
of AI expertise in the companies (51%) and secondly in the 
high effort required for the preparation and provisioning of the 
data.  

Lack of AI expertise can be understood in different ways 
in the technical environment. On the one hand, a certain level 
of competence in dealing with machine learning methods and 
their mathematical and statistical foundations is, of course, 
necessary.  On the other hand, such an AI expertise alone is 
not enough. The innovation and optimization potential of ML 
methods in industrial production can only be tapped if it is 

systematically embedded in the engineering of the overall 
information technology (IT) system, too. This requires a 
dedicated methodology, which we call AI Systems 
Engineering [2].  By this term we mean the "systematic 
development and operation of AI-based solutions as part of 
systems that perform complex tasks." As a methodology to be 
applied, AI Systems Engineering is recommended when 
applications have a high criticality, a high organizational 
complexity or a strong linkage to the physical world.  

The need to consider system engineering aspects has 
recently been stressed by a Gartner study on AI-maturity of 
enterprises, even in the light of the impressive evolution of 
generative AI offers [22]. Only 9% of the organizations may 
be considered “AI mature”. One of the four foundational 
capabilities that make these organizations different is to 
“focus on AI engineering, designing a systematic way of 
building and deploying AI projects into production.”   

IT trends have a major impact on AI Systems Engineering. 
This paper tackles the following research question: What does 
it need on the conceptual level in order to improve the 
acceptance and systematic engineering of AI systems? More 
concretely, the paper discusses the hypothesis that it basically 
needs two major constituting concepts that are linked as “two 
sides of the same coin”: firstly, a system engineering method 
tailored to AI systems (called AI Systems Engineering) and, 
secondly, a trusted environment (organized in dataspaces) to 
acquire and manage the data that is required for the AI 
methods [3]. These concepts are especially but not exclusively 
described in the application domain of industrial production, 
such that they may benefit from standards and technologies of 
the Industrie 4.0 and the Industrial Internet of Things (IIoT). 

In section II the paper provides an overview about the state 
of the art in AI Systems Engineering, data provisioning in ML 
environments, dataspaces, related initiatives and digital twins. 
Section III illustrates the conceptual system models behind AI 
Systems Engineering, data spaces and digital twins. Section V 
describes how the described concepts of AI system 
engineering, dataspaces and digital twin systems fit together, 
before the joint applicability in an industrial example is 
described in section V. Section VI provides a conclusion and 
an outlook, when applying the concepts to projects of the AI 
Alliance Baden-Württemberg. 



II. STATE OF THE ART  

A. AI Systems Engineering 
In the literature, AI Systems Engineering is closely linked 

to the research topics defined by Jan Bosch et al. in their 
research agenda for AI engineering, especially the topics 
dedicated to domain-specific AI engineering [4]. These topics 
lack, however, a dedicated view of the engineering discipline, 
e.g., the mechanical, electrical or chemical engineering 
disciplines. 

In order to define AI Systems Engineering more precisely 
and to advance it as an emerging engineering discipline on its 
own, the Competence Center for AI Systems Engineering CC-
KING has been formed [2]. CC-KING develops the scientific 
foundations and methods for AI Systems Engineering, 
develops software tools to support and apply them, and 
demonstrates the results using practical use cases, primarily 
from the domains of industrial production and mobility.  

The challenges of AI system engineering are summarized 
in [2], classified into technical development challenges, e.g. 
difficulties to predict or quantify the performance and quality 
of an AI-based approach, and organizational development 
challenges, e.g. increased risk management as a consequence 
of these uncertainties. Therefore, one of the first and important 
demands for AI Systems Engineering is the specification of a 
systematic engineering approach. CC-KING proposes the 
process model PAISE® - Process Model for AI Systems 
Engineering, which combines approaches from computer 
science and data-driven modeling with those of classical 
engineering disciplines [5]. PAISE® suggests the phases in 
which engineering should proceed from problem and goal 
description to installation in order to systematically integrate 
AI processes into overall systems and which phases should be 
processed sequentially (as in a classical waterfall model) and 
which one in an agile manner (see below).  

B. Data provisioning in ML environments 
In order to be able to use ML methods for a use case, 

extensive training data sets are required (cf. dataset box in 
Figure 1). While in unsupervised learning they can be used, 
e.g., for automated classification of typical system states (then 
semantically annotated by the plant operator to start-up 
phases, normal operation phases, fault operation phases, etc.), 
in supervised learning they may be used for quality prediction 
of products. However, obtaining data has become the key 
bottleneck in many ML applications [6].  Lack of data 
typically means, there is either a need for more data, or there 
is abundant data but unlabeled or weakly labelled. Hence, a 
large part of the effort for engineering the overall system flows 
into the PAISE® phase of data provisioning with the sub-
aspects of data acquisition for experiments and target system 
as well as data evaluation according to defined target metrics. 

Due to the increased networking of plants and machines in 
Industrie 4.0, the questions of data origin, data ownership and 
data usage rights play a significant role here. Ultimately, it is 
a question of which data space the data comes from and which 
rules (policies) apply in the respective data space.  

C. Dataspaces 
Here, a dataspace is not understood as the physical 

location of the data storage, e.g., in the company ("on 
premise") or in a cloud. Rather, a dataspace refers to a data 
integration concept or, somewhat more concretely, a data-
based concept for collaboration between the participants in the 

dataspace. By exchanging and sharing data, common goals 
may and shall be achieved [7].  Of course, a dataspace also 
requires a suitable distributed software infrastructure that 
supports and implements the requirements and assurances of 
trust, interoperability, and data sovereignty [8]. In general, the 
exchange of data with partners that do not know each other 
cannot be considered being trustworthy. If a user knows the 
recipient of the data, e.g., it is a customer, supplier or partner, 
trust in the data exchange can be established through bilateral 
organizational and technical agreements (e.g., encryption and 
exchange of passwords via separate communication means). 
However, this is cost-intensive and not scalable. The industrial 
dataspaces currently being created (see below in section D), 
therefore aim to enable trustworthiness "by design" and "by 
operation" through technical, trust-building measures in the 
dataspace infrastructure. This means that the participants gain 
trust in the sharing and exchange of data via the dataspace 
infrastructure, even without the participants having to know 
each other. This clearly demonstrates the applicability of the 
classic definition of trust of Luhmann [23] to technical 
infrastructures as "an attitude that permits risk-taking 
decisions for the purpose of reducing the complexity that 
would otherwise be entailed by the necessary control 
mechanisms". 

The two major aspects of data sovereignty are [9][10]: 

• Data usage control: How and to what extent can the 
infrastructure assure that, once data is accessed, it is 
only used by the data consumer according to the 
purpose intended and permitted by the data provider, 
i.e., according to his data usage policy? 

• Data provenance tracking: How can the infrastructure 
support the consumer's ability to identify the origin of 
the data, and to use it according to the associated legal 
and contractual conditions? 

D. Dataspace initiatives 
Gaia-X is a European initiative to build a federated and 

secure data and service infrastructure [11]. It aims to provide 
an ecosystem with basic definitions, architectures, and 
technologies as well as common rules and policies to establish 
interoperable dataspaces. In addition to the common 
framework, provided by the Gaia-X association, each 
dataspace (considered as federation of participants) extends 
the policies, architecture, and data model to its own (domain 
specific) needs. This allows the realization of the DS 
hierarchy, presented in the previous section as well as the 
interoperability over the different tiers. 

Each entity inside Gaia-X is described by a machine 
readable and -interpretable self-description (SD). This enables 
discoverability, as well as interoperability of services and 
datasets both inside dataspaces and inside the whole Gaia-X 
ecosystem. Cryptographic signatures, used in SDs ensure trust 
and integrity in this distributed environment. Federation 
services are responsible to realize the key functionality of data 
spaces: decentralized identity and access management, 
discoverability and search functionality for services and data 
sets as well as sovereign data exchange. 

Conceptually relying upon the Gaia-X principles, the 
Catena-X automotive network [12] set-up an open 
collaborative data ecosystem dedicated to the automotive 
industry. Consequently, other dataspace projects for other 
industrial sectors such as mechanical engineering, aerospace, 



healthcare or process industry are being developed as part of 
the overarching Manufacturing-X funding program of the 
German Ministry for Economic Affairs and Climate Action 
(BMWK), in the global context brought forward within the 
International Manufacturing-X Council (IM-X) [24]. 

E. Digital Twins 
Despite of multiple survey publications on Digital Twin 

definitions and uses (e.g., [13], [3]), there is, up to now, no 
common definition and conceptual approach of Digital Twins 
that is jointly accepted and applied across different domains 
and industries. We refer to the original  conceptual definition 
coined by Michael Grieves [14], who specifies a  digital twin 
to be a „digital entity of a physical system that exists on its 
own. This entity includes all the information of the physical 
system, which is connected to the physical system throughout 
the product lifecycle.” Furthermore, he proposed that the 
elements of the conceptual Digital Twin approach comprise 
“a real space, a virtual space, the link for data flow from real 
space to virtual space, the link for information flow from 
virtual space to real space and virtual sub-spaces.” 

In order to enable an efficient implementation of 
applications in the virtual space, it is beneficial to have an 
interoperability approach between digital twins.  Hence, a 
standardized approach is recommended. In industrial 
production there is the proposal of the Asset Administration 
Shell (AAS) concept of the German initiative Industrie 4.0 
that provides a technology-neutral meta-model for this 
purpose, internationally being standardized in the IEC 63278 
series [15].  

III. SYSTEM MODELS 

A. System Model of AI Systems Engineering  
The understanding of the role of AI methods in overall IT 

systems is essential for AI Systems Engineering, e.g., in 
industrial production it is important to know how the IT 
components are related to the production facilities, be it 
control systems, condition monitoring systems or 
maintenance systems. From an AI system engineering 
perspective, AI methods are only built into parts of these 
technical systems, often in independent sub-systems that also 
need to be treated separately in terms of engineering (see 
Figure 1, [2]). According to PAISE®, these are also typically 
developed in an agile manner and iteratively integrated and 
versioned via checkpoints with other subsystems.  

 

In addition, the AI subsystems also play an essential role 
as "enabling systems" in the development environment, 
together with the (training) datasets that are indispensable for 
ML methods, especially in case of supervised learning. In the 
classical sense of systems engineering, AI Systems 
Engineering includes the design of the overall system, since it 

is ultimately this system that must fulfill the decisive 
performance and quality criteria, such as reliability, IT 
security, and controllability. This is also compatible with 
statement of Simon Ramo who specifies systems engineering 
as “the design of the whole as distinguished from the design 
of the parts” [16]. It is the overall system that, in critical 
environments, must be approved and certified by a testing 
authority, not just the AI subsystem itself. 

B. Dataspace model 
In order to deal with data spaces in industrial production, 

one first needs a model of industrial production facilities. Here 
we consider a very simplified model with three levels: 
Hardware and software components (e.g., gripper, controller, 
PLC program) assembled to form a machine (e.g., robot), and 
production plants consisting of logically or physically related 
machines (e.g., a press shop consisting of welding machines 
and robots). For simplicity, not considered here are factories, 
recursions (plant is part of another plant), the role of humans 
as assets in the factory, or logistical aspects for the transport 
of material and goods. 

In all of these three levels, data is generated to be shared 
and exchanged, so that there are analogously three levels of 
data spaces (see Figure 2): 

• DS1: A level 1 dataspace is created by the 
collaboration of components (C) within a machine 
(M) and the IT components of the machine itself. 
Objectives: Monitoring, control and optimization of 
the machine, configuration of components, preventive 
maintenance services, etc. 

• DS2: A level 2 dataspace is created by the 
collaboration of machines in a production plant (PP) 
and the IT components of the production plant (e.g., a 
production control system or a manufacturing 
execution system (MES)). Objectives: Monitoring, 
control and optimization of production, services for 
product quality prediction, energy optimization, etc. 

• DS3: A level 3 dataspace is created by the 
collaboration of production plants across factories and 
company boundaries. Objectives: Supply chain 
management, traceability, sustainability calculations 
(e.g. product carbon footprint), resilience 
enhancement and flexibility services. 

 
Figure 2: Dataspaces in industrial production plants 

All services for achieving these objectives may be realized 
classically model-driven or also data-driven on the basis of AI 
methods. Typically, requirements on trust, interoperability, 
and data sovereignty are stricter in DS(x+1) than in DS(x) 
because the participants of the respective data spaces change 

Figure 1: System model of AI Systems Engineering [2] 



more dynamically and come from different companies and 
trust spaces. Thus, the requirements on the infrastructure of 
the dataspaces also increase to compensate for this loss of trust 
and interoperability and data sovereignty. 

In DS1, all software and hardware components and their 
interaction including data exchange will be intensively tested 
as part of the machine integration test, also called qualification 
test [17], especially if the components are delivered by 
different manufacturers. The qualification test may be carried 
out at the component or at the machine manufacturer site. 
Sometimes, it may even undergo a standard or proprietary 
certification process. The regulatory framework, such as the 
Machinery Directive [18], leaves little freedom for maneuver 
here. Changes during operation undermine extensive tests for 
safety reasons alone and are rather rare. This may, however, 
change in future driven by trends towards modular production 
when machine components are getting smarter and may 
authenticate themselves when (automatically) being installed 
into a machine during operation. 

At the DS2 level, we expect significantly more changes, 
which will also affect the use of data for AI Systems 
Engineering. The following questions arise in DS2: 

• Which data of which machines are available at all? 

• Are they an official part of the machine products and 
therefore future-proof? 

• Is the meaning of the data (semantics) known and 
clearly specified? 

• Are there agreements with the manufacturers and 
suppliers of the machines and the components 
installed in them on the use of the data? 

• How can the data be technically accessed, i.e. by 
which interfaces and service operations (e.g. IEC 
62541 OPC UA) can they be read and managed? 

• Are these interfaces version-safe and assured or can 
they change in the course of version changes of the 
machine operating systems? 

• If sensor data is involved: What is the quality of the 
data in terms of accuracy and sampling frequency 
with the physical world? 

While DS2 still typically takes place and is regulated 
within a manufacturing company, DS3 is cross-company and 
very dynamic by its very nature. An example of a DS3 is the 
Catena-X automotive network referred to in section II. DS3 
typically includes the participants of the supplier network of a 
company, activated in logical supply chains and materialized 
in logistical transport chains. Due to uncertainties, problems 
and risks in these supply chains, the participants may change 
quite often. Hence, the qualitative and functional requirements 
upon the dataspace infrastructure in order to establish the 
necessary trust level are highest here. For AI Systems 
Engineering, this means that the provision of training data and 
operational data from a DS3 environment shall be largely 
automated, e.g.: 

• Trust shall be automatically established through the 
DS3 infrastructure services. 

• Data interoperability shall be established through 
semantic annotation into standardized knowledge 
models or through semantic mappings. 

• Data sovereignty of data providers shall be done by 
evaluating appropriate data usage control policies and 
enforcing the associated policy rules. 

There is an increasing need to configure machines within 
production plants according to the detailed characteristics of 
the incoming material and sub-components purchased from 
suppliers. In order to avoid cost-intensive incoming material 
tests and sophisticated and expensive measurements, there is 
a trend to get the data needed directly from the supplier as a 
data add-on to the material and/or component (see section V). 

C. Digital Twin System Model 
The framework how to integrate digital twins in an 

overarching digital twin system is described in the Digital 
Twin System Reference Model (DTS-RM) [3] (Figure 3). 

The DTS-RM divides the virtual world into 

• a Digital Twin Space, providing the Digital Twin 
instances including the virtual representations (e.g., 
structured according to the Industrie 4.0 AAS meta-
model) of the physical assets, accessible and managed 
via the lower DT interface (e.g., by means of IEC 
62541 OPC-UA),  

• a Dataspace, providing the DT Back-end Platform 
comprising, among others, the DT Integration Service 
(e.g., by means of the AAS interfaces), management 
services for the Digital Twin instances and their 
interactions, and 

• an Application Space, providing the front-end 
services as use-case specific views and the 
applications including the human interface. 

The DTS-RM provides a linkage between the concept of 
digital twins and dataspaces. In the next section, it is illustrated 
how AI Systems Engineering fits into this DTS-RM. 

IV. RELATIONSHIP TO AI SYSTEMS ENGINEERING 
We claim that AI Systems Engineering and dataspaces are 

two sides of the same coin in the sense that one side cannot 
exist without the other. The relationship is described 
according to the following three aspects: 

1. Data provisioning 

2. Usage of ML results 

3. IT system design 

Figure 3: Digital twin system - reference model (DTS-RM) 



A. Data provisioning 
The data provisioning phase is explicitly described in the 

Process Model for AI Systems Engineering (PAISE®).  Due to 
the increasing flexibilization of industrial production, the 
importance of dataspaces is increasing at all levels DS1-DS3, 
too. To cope with this, the PAISE® phase of data provisioning 
shall be extended and/or profiled for dataspaces, i.e., the data 
sovereignty demands need to be considered in the data 
provisioning phase. What is the provenance of the data, and, 
may it be used it for this purpose, e.g., as training dataset? 
Complex computations to increase sustainability and 
resilience in production ecosystems require AI-based 
applications, for which the data provisioning through the 
dataspaces form the appropriate basis. Data spaces and AI 
Systems Engineering thus form a multifaceted potential in 
their interplay and are mutually dependent in their further 
evolution. 

B. Usage of ML results 
Based upon data sets and context information ML 

components deliver results that need to be further processed 
in a processing pipeline in an overall system. For example, a 
ML-based preventive maintenance service requires sensor 
data from a machine (DS1) or plant (DS2) plus context 
information (e.g., air quality data from the facility 
management from DS2) and delivers a maintenance 
recommendation to be delivered to a maintenance service 
provider by means of a DS3. Both the sensor data as well as 
the recommendation may be considered to be properties of a 
digital twin instance about the machine and the plant. The 
overall data processing pipeline is illustrated in Figure 4.  

C. IT system design 
The DTS-RM presented above may be used for the IT 

system architect as a blueprint for the overall system 
architectural design. There are two three architectural design 
decisions, in order to obey demands for flexibility and 
interoperability: 

1. To organize the dataset used for the training as well 
as for the operational phase of an ML component as 
well as the result information according to the 
concepts of a digital twin standard, e.g., the Industrie 
4.0 AAS. 

2. To organize the data processing pipeline as a service 
in an DT Backend platform (see figure 4). 

3. To organize the data provisioning and the result 
delivery by means of dataspaces with well-defined 
policies, such that organizational changes do not harm 
the system architecture. 

Furthermore, AI-based software, like any other IT systems 
are not static, but subjects to change. The increasing 
flexibilization of industrial production requires constant 
change and adaption. For AI based solutions this does not only 
concern the software engineering discipline, but also the 
development and retraining of AI components. The usage of 
MLOps (Machine Learning Operations) methods and tools 
assist through this continuous change [19]. Those have to be 
extended, to benefit from emerging dataspaces and the 
associated availability of new data sets. 

V. INDUSTRIAL EXAMPLE 
The following example is presented to highlight the 

interplay between AI Systems Engineering, dataspaces and 
digital twin systems in a industrial use cases at the 
Schwabmünchen Pre-Materials Plant of ams OSRAM [20]. 

In this plant, more than 3000 different products are 
produced, e.g. tungsten and molybdenum wires or filaments 
for lighting applications used, among others, in the aerospace 
and automotive industry.  This plant supplies all OSRAM 
plants with these pre-materials. Due to changes in the lighting 
technology from fluorescent lamps to LEDs more flexibility 
is required. On the one hand, there is a fundamental decrease 
in the production volume, and, on the other hand, an increase 
in quality requirements, e.g. less tolerances. In order to cope 
with these changes, ams OSRAM follows a rigid digitalization 
strategy, e.g. to extend the process control, to increase the 
process capabilities and to enable full traceability.  

Additional sensors have been developed and installed to 
collect all relevant process data as a pre-requisite to apply data 
analytics tools and use ML methods. Referring to the 
dataspace levels introduced in section III.B, this kind of sensor 
data refers to DS1 and DS2, depending on the plant structure. 

However, the ams OSRAM plant managers recognized 
that the digitalization of their plant alone is not sufficient. 
Instead, connectivity, also with between all machines, plants 
and their suppliers, is key for further development. For 
example, there is a need for single piece product backtracking 
for tungsten products. Here, the whole value stream starting 
from the tungsten power production of a supplier, over the rod 
production up to the heavy and fine wire production has to be 
considered, including the production of the necessary 
moldings. In order to optimally configure the production line 
within ams OSRAM, it is necessary to get quality data from 
the suppliers, e.g., tungsten powder producer(s). 

In the fixed supply chain relationship with a high level of 
trust, the delivery of this data may be fixed in bilateral 
contract(s). With this decision, the data quantity to be 
mastered at ams OSRAM has increased by 400% whereby the 
product resolution is 10 times higher than before, which is the 
basis for quality optimization. Furthermore, ams OSRAM also 
gives information to their customers, e.g. the OSRAM Plant 
Automotive for LED production, and vice versa, gets data 
back from these plants. As the data sources to be considered 
for the ML models gets more diverse, and the effort to manage 
bilateral (data sharing) contracts with different trust levels 
does not scale very well, this tendency also increases the 
organizational complexity of the AI-based solutions at the ams 
OSRAM plant. A possible counter-measure may be the 
establishment of a a dataspace of level 3 (DS3) for this 
industry branch. 

 
Figure 4: Processing pipeline based upon digital twins 



Furthermore, ams OSRAM runs a pilot project to set-up 
and manage a digital twin for the production of the OSRAM 
H16 halogen lamps. This includes two other plants (located at 
Bruntal and Herbrechtingen). By combining the expertise of 
production control specialists, IT professionals and data 
engineers, all the data that is necessary to feed the digital twins 
is sent to and managed in MS Azure cloud environment, 
Based upon this DT backend platform (see section III.C and 
figure 3), business intelligence tools (of the DTS-RM 
application space) are used by process engineers and data 
scientists to implement the use cases, respectively, e.g. 
comparison of input and output quality time series by means 
of dynamic time warping. 

VI. CONCLUSION AND OUTLOOK 
The paper claims that the emerging discipline of AI 

systems management may strongly benefit from the concepts 
of dataspaces and digital twin systems in order to reduce the 
organizational complexity as one of its application dimensions 
in industrial production. The industrial example at the ams 
OSRAM plant illustrates the potential when bringing these 
concepts together in real-world deployments. 

Looking at the research agenda for domain-specific AI 
engineering presented in [4] it is obvious that the at least the 
research topics “federated collection and storage of data” as 
well as “federated ML models” may also benefit from such a 
synergetic consideration. 

In order to enable such a synergetic evolution of these 
concepts, it is proposed to organize and combine them within 
a reference model for AI Systems Engineering, as also 
proposed by the edition 2 of the German Standardization 
Roadmap on AI in its standardization need 05-01 [21]. 

Following the logic that AI applications and AI systems 
need both data and an engineering methodology, the AI 
Alliance Baden-Württemberg (https://ki-allianz.de/) has 
recently started two sub-projects dedicated to these two 
aspects: 1) data platform, and 2) AI challenge project. 

 The “data platform” project aims at the design and 
implementation of an operational, customizable platform for 
companies, preferably SMEs, public and scientific institutions 
with the following objectives according to a private-public 
partnership model: 

1. generation, management and sharing of data and AI 
models,  

2. in compliance with ethical and legal compatibility,  

3. providing added-value through services, cross-sector 
linking and standardized metadata (e.g., provenance, 
quality, documentation), and 

4. (experimental) access to computing resources for the 
execution of AI models. 

The “data platform” project is domain-independent, i.e., in 
addition to industrial production the domains of healthcare, 
mobility and smart city/smart regions are considered, too. 
Although the conceptual and technological foundations are 
similar across the domains, domain-specific standards and 
initiatives have to be considered, e.g., the use of Industrie 4.0 
standards for the domain of industrial production, or the use 
of FHIR (Fast Healthcare Interoperability Resources) 
specifications (https://hl7.org/fhir/) for the domain of 
healthcare. 

The “AI challenge” project uses the methodology of AI 
Systems Engineering in a series of workshops comprising 
regional stakeholders from industry, research and the public 
domain. The idea is to analyze and jointly discuss thematic 
challenges according to region-specific topics, e.g., smart 
cities/smart regions, resource efficiency, circular 
manufacturing or healthcare resilience. Following the PAISE® 
process model, a project roadmap is derived and 
systematically mapped to the needs for data. If this data is 
owned by different organizational entities, the data access and 
usage policies of the different data spaces shall be applied. 

These two projects of the AI Alliance Baden-Württemberg 
practically demonstrate the need to combine a methodology 
with data spaces when systematically engineering AI systems. 
Hence, two sides of the same coin. 
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Abstract— With the growing integration of Artificial 

Intelligence (AI) in education a pressing need to react to the 

realities of students using such tools in various contexts, training 

was seen as a pressing need.  An initiative was carried out to 

train lecturers in each of the 8 institutes in Malta’s largest 

vocational college on the basics of AI tool use and an indication 

on the effectiveness or lack thereof of the AI detection tool in 

current general use, when faced with AI generated text. The 

intention of the author has been to explain and highlight the 

changes in AI to train educators in its use, but this process 

brought about an interesting discussion which highlighted some 

facts about the thoughts and attitudes of educators in the 

vocational context and how their understanding of AI tools was 

different to the options available to students using it. The 

transcripts of the sessions were coded with contributions from 

the vocational lecturers indicating valuable insights into the 

current perception of educators on AI and how best to take such 

perceptions in the right direction and assist them to embrace AI 

tools to improve their pedagogical practice. 

Keywords—Generative AI, ChatGPT, Chatbots, Education, 

Teacher reactions 

I. INTRODUCTION 

The introduction of Large Language Models in the classroom 

was initially prompted by the launch of ChatGPT 

(Introducing ChatGPT, 2022) in November 2022.  When the 

large language model was launched it heralded the possibility 

of a fundamental change to society and specifically to 

education.  Large Language Models can very conveniently 

offer the answer to many technical problems based on the 

user crafting a specific prompt, with clear implications on 

student teaching, learning and assessment. 

 

Although there were large language models before ChatGPT 

none of them had reached the vocational classroom.  Students 

were not using such tools yet since they were not generally 

available. The availability of ChatGPT prompted a sudden 

change in perspective with students suddenly becoming 

aware of the fact that Large Language Models existed and 

were an extremely convenient tool to generate technically 

correct answers to tasks and assignments that hitherto took a 

significant amount of time and research to get done properly. 

 

The proportion of students understanding the potential of 

such models to generate answers to assignment questions led 

to significant concerns expressed by the academic body at 

MCAST.  A significant proportion of lecturers requested the 

use of an AI detection tool to detect AI use. The reason for 

the series of courses that were delivered was in fact to explain 

to lecturers that AI detectors had a non-zero false positive rate 

(Pan et al., 2024) and that it was difficult for the author to 

explain the reason for a high AI percentage.  AI detectors are 

necessarily a ‘closed box’ and therefore the explanation of 

such percentages could not be adequately explained by the 

author’s own experiences. 

 

As the IT and Development Operations administrator at 

MCAST the author has been exposed to the impact of several 

very large disruptions in the educational context. The initial 

COVID crisis sensitized the author to the massive changes 

that needed to be done very quickly for education to continue 

in the new remote learning age. This made the author very 

sensitive to the impact of AI and enhanced the perception of 

the importance of training educational staff in the use of AI 

as a whole. 

 

This research contains an analysis of the autoethnographic 

insights into the way the researcher’s perceptions evolved 

while delivering training in AI to educators at his workplace.   

The actual process of presenting AI and discussing the issues 

raised by the activation or deactivation of AI detectors for 

assessments changed the initial perceptions of the researcher.  

These insights were then compared to a recently released 

research paper (Mollick & Mollick, 2024) that suggests AI 

activities linked to the Effective Teaching (Coe et al., 2020) 

toolkit, which provides pragmatic solutions to some of the 

issues raised by the educators. 

 

A. Research Objectives 

The research aims to determine the approaches and attitudes 

of educators to AI and how those attitudes contributed to a 

change in approach by an experienced AI research who is also 

an educator, and how it assisted in the process of clarifying 

the training required by educators to adapt to the AI enabled 

present. 

 

1. To assess the initial impact of AI on educators and 

students in a large vocational institution through the 

experiences of training these educators. 

2. To identify potential ways that solutions and 

training can be provided to tertiary lecturers dealing with the 

possibility of students plagiarising or misusing AI. 

 

Through the above objectives a preliminary model explaining 

the attitudes and approaches of an experienced operator in the 

context of e-learning and how they change when faced with 

many inputs from different educators can be proposed, which 

could then be analysed and researched further based on more 

sources of data.   

 



This paper adopts a Grounded Theory approach to research, 

which is inherently scalable, and invites further research in 

an area that is sure to attract various different players.  

Grounded Theory’s iterative constant comparative process 

and inherent scalability, with its assumption that ‘all is data’, 

can ironically be compared to the training process of an AI 

model.  Given the success that AI models have had in 

developing realistic stochastic models of the world, one can 

hypothesize that Grounded Theory is a form of subjective 

‘AI’ applied to the world. 

 

II. LITERATURE REVIEW 

The researcher’s innate attitude is coming from a varied 

background which includes a first degree in Psychology, 

followed by another undergraduate qualification in Software 

Engineering, and a Master’s in E-Learning.  This background 

serves to provide the context in which the researcher in this 

case comes from a constructivist philosophical viewpoint 

(Charmaz 2014), due the focus on empathy that comes out of 

his first degree.  There is also a certain positivist bias due to 

the software engineering background of the researcher, that 

tends to indicate that a balance needs to be sought in the 

approach that underpin the analysis.  

 

In order to put the researcher’s background in the right 

context, a clear analysis of the literature in the context of AI 

in education is an important part of this paper, as it serves to 

contextualize the preliminary biases and insights that drive 

the attitudes and approaches of the researcher.  The basis of 

this research is an insight into the concepts explained in the 

AI training sessions along with a constant comparison of 

these concepts to the concepts outlined in the secondary data. 

 

The research follows Glaser’s (Glaser, 2015)  perspective that 

‘all is data’.  In this case, and for the purposes of this 

Grounded Theory paper, both secondary and primary data are 

in fact data to be coded and compared to determine the latent 

patterns that indicate that information is relevant and can be 

used to study this complex and dynamically changing 

phenomenon. 

 

It is in fact due to the relative paucity of data with respect to 

educators and how they engage with AI that such a relatively 

limited method of data collection is used in this paper, as this 

paper and autoethnographic analysis can serve as a starting 

point in order for the Grounded Theory methodology of 

constant comparison to be applied to more varied experiences 

in the context of vocational teaching and education, 

especially with the rich and varied data source that is 

MCAST, as a vocational institution. 

 

In line with a constructivist GT approach (Charmaz 2014), 

this literature review aims to enrich data gathering and 

inductively provide insights into emerging themes on AI 

assisted vocational learning this entails, as mentioned 

previously, an iterative constant comparison of secondary 

data in the form of academic literature with the field of study, 

which leads towards theoretical sensitivity about the field 

being studied, followed by the qualitative generation of 

primary data through an experimental analysis, and a 

comparative retrospective on the output of the primary data 

on the secondary sources. 

 

Researchers performing studies evaluating AI in Education 

(AIED) tools have been investigating their ability to improve 

the quality of learning through customization and 

personalization features as they target individual learning 

styles, as posited by Chen et al.  (2020).  The nature of these 

systems is congruent with the argument about the need to 

focus on the individual and the social constructivist approach 

as described by Khaled et al. (2014).  A more recent paper by 

Ethan and Lilach Mollick (Mollick & Mollick, 2024)  has 

shown some fascinating examples of building interactive 

educational material in the context of AI.   

 

The research approach outlined in this paper includes coding 

the modern research paper by Prof. Mollick, with all the 

suggestions on the use of AI that come in through the 

conclusions outlined in that paper, and comparing those 

codes to the codes that were generated from an analysis of the 

transcripts of 6 interactive online sessions that were carried 

out in February 2024 to all the Institutes at MCAST, one of 

the largest vocational colleges in Malta. 

 

The challenge of pedagogy has always been the identification 

of the appropriate teaching methodologies that are relevant to 

the context of the students that we are teaching.  Taking the 

Great Teaching Toolkit approach in consideration (Coe et al., 

2020), it is clear that to perform good pedagogy, even in the 

age of AI, there are certain principles that are important to 

keep in mind for teachers.  The Great Teaching Toolkit 

outlines several important aspects required for good teaching, 

explaining that there are four important principles that are 

required for students to have an enriching educational 

experience.  These four principles are as follows:  

 

1. Understanding the content 

2. Creating a supportive environment 

3. Maximizing opportunity to learn 

4. Activating hard thinking 

 

In this case, given the relative difficulty in determining what 

the outcome of correct teaching using AI activities are (our 

goalposts, so to speak), the data to consider can be 

categorized under the following main sets:  

 

a) Teacher perceptions of AI’s effect on their students 

b) Student perceptions of AI’s effect on their studies 

c) Theoretical sensitivity to cutting edge pedagogies 

that are aware of AI’s effects 

 

This paper considers the first set by coding transcriptions of 

the reactions of Teachers to a seminar regarding AI’s effect 

on students and teaching, and the third set by coding and 

examining papers that implement pedagogies based on AI.  

The second set can be catered for using a GT approach by 

qualitatively interviewing students, but this has not been done 

so far in the context of this research.  It is envisaged that the 

second set will be covered as part of the scope of STAR as a 

research project, but at a later stage, and the results can be 

considered as part of a subsequent publication that links the 

points made in this paper with points made in a paper that 



focuses exclusively on qualitative interviewing of the 

experiences of Students using AI in the context of their 

studies, and specifically in their use of the AI model being 

developed in this study. 

III. METHODS 

The methodology outlined in this paper can be termed 

Computer Enhanced Grounded Theory, in that the 

methodology itself for the study leveraged a number of AI 

tools in order to be able to provide for correctly tagged and 

organized information in MaxQDA 2024 (Verbi, 2021).   

 

MCAST (2021)  is one of the largest vocational institutions 

in Malta, with a current active population of nearly 10,000 

registered full time students.  The student body is organized 

by ‘Institute’, with each institute focusing on definite subject 

areas that are related to each other.  There are 8 institutes and 

centres, 6 of which are located in the main campus at Paola, 

with the Institute of Creative Arts located in Mosta and the 

Gozo Institute located on Malta’s sister island.   Each of these 

Institutes has a complement of educators, all of whom are 

grappling with the concept of AI and how to apply it to 

education.  The requirement of the CPD sessions was related 

to a requirement by the MCAST QA department to create a 

viable AI policy in order to ensure that students using AI have 

a fair framework governing the use of such tools in the 

context of their assignment submissions.  

 

In order to provide viable training regarding AI, the 

researcher was asked to prepare a number of hour-long 

sessions explaining how AI works and the implications of the 

use of ‘AI Detectors’ like Turnitin on assessment.  Several 

issues with respect to false positives had been flagged in the 

institution, and given that the researcher is also involved in 

an operational context, such issues were directly in the 

researcher’s purview.  It was deemed prudent at the time to 

ensure that all AI detectors were turned off until more 

information could be sought at that point in time.  

 

The sessions were carried out in the week between the 19th 

and 25th February 2024.  All the sessions were recorded and 

transcribed using OpenAI Whisper (Radford et al., 2022), 

which yielded a good quality transcription given that all the 

sessions were delivered in English.  The code used did not 

discriminate between speakers, however there were a number 

of sessions where a lot of discussion took place, and this 

could be identified in the subsequent step of the analysis.  

 

All the transcribed texts were imported into MAXQDA, with 

the text being re-read and coded by the researcher using the 

MAXQDA AI assist function.  The iterative process  was 

based on highlighting text in a line-by-line fashion, utilizing 

the ‘AI Assist’ function to generate candidate codes, and 

always selecting a single viable code to highlight the specific 

passage that was deemed the most representative.  It was 

noted that this intervening step made the AI assist function a 

very useful critical companion for the initial step of 

generating ‘in-vivo’ codes, refining the researcher’s thinking 

and abduction in choosing the correct code, since the function 

often provided the correct classification of the text that would 

have happened on the second iteration when generating codes 

from in-vivo codes.  

 

Given Glaser’s (B. G. Glaser & Strauss, 2009)   principle that 

all is data, the paper by Ethan and Lillach Mollick (Mollick 

& Mollick, 2024), highlighting some preliminary strategies 

for using AI in education, was also included as a document to 

be transcribed in the same MaxQDA model, with the paper 

being included last to determine whether the series of lectures 

(which were conducted prior to the paper’s publication) 

reflected the themes and ideas that were included in the paper.  

When all the codes were generated, they were re-analysed by 

the researcher in a subsequent pass, with the different codes 

being collected into categories as required.  The collected 

codes were then analysed to generate a set of summary grids 

highlighting the passages that supported the development of 

the codes, through the extensive use of the ‘smart coding 

view’ window in MaxQDA, which allows for the user to only 

see the specific coded segments related to a specific code, 

which in turn supports the argument being built in a stepwise 

fashion through the tool. 

 

The creative coding tool was also used to generate a 

preliminary model, even though it is clear that there are 

insufficient cases in this case to generate any lasting 

conclusions given that more data and more comparison is 

required in order to construct a preliminary model.  There are 

however some interesting insights brought about by the 

application of the Grounded Theory constant comparison 

model to this information, which can lead to the generation 

of a preliminary model of the effect of AI in the classroom, 

at least on teaching and assessment. 

IV. RESULTS 

When comparing results, a number of analysis tools are 

available in MaxQDA to create a functional model of the 

codes that were generated in the tool.  An iterative process 

was adopted, with the researcher iteratively ‘pruning’ the 

codes that were initially generated to create an initial 

conceptual model.  Code hierarchies, though initially 

adopted, were discarded at this point as it was clear that there 

was no single parent and that coded segments were relevant 

to a number of different issues that were highlighted by the 

lecturers in the focus groups.  

 

The document analysis was split into two ‘sets’, to distinguish 

the secondary data, in this case the Mollick paper, against the 

analysis of the sessions carried out with MCAST lecturers.  

Several 2 cases models were generated to compare the 

different sessions to each other and ultimately to compare all 

these comparisons to the included paper.  The idea here was 

to see the code overlap between the different sessions and 

whether the insights from the different cases (with each 

session being taken as a case) was indicative of a specific 

pattern that could indicate a preliminary model / analysis.   

The code frequency table is reproduced below, highlighting 

the relative code frequencies once all overlapping codes were 

iteratively combined based on the conceptual meanings in the 

code segments.  An analysis of the codes in MaxQDA’s smart 

coding tool yielded the following list of codes and their 

relative frequencies: 

  



 
Table 1: Code Frequencies 

Code Frequency 

Impact on teaching and assignments 61 

Students using ai tools to plagiarise 26 

Tackling the situation 26 

supervision of AI tool use 24 

AI misinformation/hallucinations 22 

Tricks for exposing GPT use 21 

process instead of product 19 

Expert knowledge  18 

Advancements in ai  17 

Legal and ethical considerations in ai 14 

using AI in class  14 

combining tools  14 

skills that don't use AI 13 

learning through co-creation  13 

risks of AI use in critique 12 

teacher as the judge of what is 

acceptable  

11 

Detectors and false positives 11 

using tools in combination 11 

learning through critique 10 

practice in the use of ai tools  9 

Evasion of detection 8 

learning through simulations 8 

Freely available tools vs paid  8 

Disagreement with indicator switch off  7 

non-deterministic nature of AI tools 7 

students better understanding of tech 7 

prompting for reflection 7 

learning through mentoring, coaching 

and tutoring 

7 

Disbelief  6 

encouraging students to reflect on their 

use of AI tools 

6 

integration agent 6 

honesty and fairness for AI tools in 

education 

5 

Practical applications of ai 5 

risks of AI use in tutoring 4 

Zero tolerance for AI  4 

intellectual property of notes uploaded 

to AI 

4 

Deterrent effect 4 

Value judgment 4 

User experience 4 

AI tutoring 4 

risks of AI use in co-creation 3 

using AI in preparation  3 

Utilization potential 3 

critiquing an AI scenario 3 

Experiential learning 2 

Customization by individual instructors 2 

ai as a student 2 

 

The codes were re-checked though the use of the MaxQDA 

smart coding tool, which lists the codes on the left and 

generates a list of the summary codes on the right as per the 

following screenshot 

 
Figure 1: Screenshot of the smart coding tool 

 
 

The smart coding tool has the advantage of showing all the 

codes on the left while only showing the highlighted 

segments on the right.  This allowed the researcher to re-

check the coded segments in each of the documents and to 

determine whether the highlighted data incidents 

corresponded correctly to the thematic codes that are listed 

on the left.  Some codes were linked to multiple thematic 

areas because there was a significant overlap between 

different concepts coming from different areas.  As can be 

noted from the screenshot, the relevant codes are listed in a 

column in the smart coding tool. 

 

Once the codes were re-checked, it was time to generate a 

visual representation of the data to facilitate visualization of 

patterns in the data in order for such visualizations to be 

presented.  In this case, the MaxMAPS feature in MaxQDA 

was used to generate multiple 2-cases models, in order to 

compare the codes that were elicited in the multiple cases. 

 

MaxMaps generates a knowledge graph linking the case to 

the specific code, while checking the overlaps between two 

cases.  In this case, a number of maxmaps were generated, a 

selection of which are reproduced in the results below. 

 

The following figures highlight a comparison of the sessions 

carried out based on the MaxQDA two-cases model feature, 

that identifies the overlaps between coded segments in 

multiple cases.  In this case, the multiple cases are the 

different sessions carried out in the different institutes.   One 

of the two cases models is included for brevity, however for 

the purposes of the study, all the combinations of two-cases 

models were generated, with slight differences indicating the 



priorities of the different content areas of the different 

institutes being highlighted when generating such two cases 

models. 

 
Figure 2: Two cases model ICT (computing institute) & IBMC 

(business institute) 

 
 
Figure 3: Inset showing the link from the code to the segments in the 

transcript 

 
 

As can be seen in the two cases model, in cases where the 

institutes showed a largely technical background, the 

common codes that were highlighted were related to 

understanding how to supervise AI use, discussing false 

positives and the use of AI detection, and methods of 

guaranteeing the fact that students have access to expert 

knowledge.   The codes in the middle of the two cases model 

are elements that are shared between the two cases, however 

the codes on the edges of the diagram are codes that are only 

prevalent in one of the cases.  It is interesting that in the case 

of ICT, the idea of zero tolerance for AI, and the idea of legal 

and ethical considerations, as well as a focus on skills that 

don’t use AI were deemed to be more important than was the 

case during the IBMC session, indicating different priorities 

in the cohorts of lecturers or perhaps a different set of 

contributions between the different lecturers.  

 

This by no means indicates that in the case of these institutes, 

there is more of a focus on one item or the other, but it does 

indicate the direction the discussion took in each of the 

Institutes and can serve as an interesting pointer for 

subsequent research into the area and the differences in 

attitudes between staff in the different institutes.  

 

Taking the comparison in more of a theoretical dimension, 

the two cases model comparing the case with the largest 

number of data incidents (IAS) with the Mollick paper, which 

contains a number of practical suggestions on how to include 

AI in teaching, indicates the following two cases model. 

 
Figure 4: 2 Cases model, IAS & Instructors as Innovators (Mollick 

& Mollick, 2024) 

 
 

In this case, there was a significant overlap between the 

concerns at IAS regarding how to use the AI tools, but the 

codes on the right hand side, indicating the paper’s 

suggestions with respect to building AI enabled exercises, 

indicate that such suggestions have yet to feature in the 

lecturer perceptions at IAS, who are still trying to get to grip 

with the new AI enabled reality, while trying to stick to the 

idea that AI text can effectively be detected, seemingly 

hoping that the current models of instruction can continue to 

be followed. 

V. DISCUSSION AND CONCLUSION 

This preliminary paper and data analysis is but an initial step 

in an institution like MCAST’s approach in dealing with the 

changes in educational context that are coming due to the 

profound impact AI is having on our society.  The indications 

from this preliminary qualitative coding exercise is that there 

are a lot of concerns from our lecturing body, and such 

concerns were elicited at an early stage by raising awareness 

of the tools available and the methods at hand that leverage 

generally available AI tools.   The results above indicate that 

there is an overall sense of disbelief and a wish that AI 

detectors continue to function, in order for lecturers to have a 

technical solution that protects them from students submitting 

artificially generated assignments.   

 

There also seems to be a certain lack of awareness as to how 

AI tools can facilitate the process of course and teaching 

development, even though there is a general 

acknowledgement that AI tools have a profound effect in the 

classroom.  The story told through these codes is the fact that 

there are a lot of lecturers who require guidance, either 

through policy or through practical guidance, to deal with 

tools that they are in general unfamiliar with.   The insight 

that lecturers are experts who can guide students is also very 

clear, and indicates that AI is no replacement for a skilled 

lecturer, as can be seen from the risks associated with 

unsupervised use of AI, as well as the issues related to an AI 

‘hallucinating’ answers.   Unsupervised students run the risk 

of being given incorrect information, and it is ultimately 

down to the lecturers to clearly show students that the 

information they may have accessed from a ‘trusted’ source 

could be incorrect. 

 

AI is now generally available, and it must be said that there 

are clear indications that several students are comfortably 

using AI tools in order to facilitate their studies.  This means 



that more work needs to be done in this area in order to train 

educators effectively to understand how to deal with the 

existence of AI while continuing to do their job .  Modern 

educators have to learn to adapt to uncharted territory, where 

students are able to generate their own learning materials to 

build information that is useful to them.  This takes the 

agency away from the educator and puts it in the hands of the 

student, but it also raises important points to consider on the 

role of the educator and the importance of ensuring that 

pedagogical expertise is used to filter out the possibility that 

the AI gets things wrong. 

 

Further studies are important at this point in time.  This means 

that although this initial analysis serves as a first step, it is 

important to also include the student perspective and 

therefore introduce specific student-centred qualitative 

interviews.  Such interviews are scheduled to be carried out 

through the second phase of the STAR project, where 

students will be requested to use a locally built large language 

model to perform a task related to the research methods but 

will then be interviewed qualitatively on their use of AI tools 

in general.   Given a viable set of interviewees, it is hoped 

that a preliminary model for AI use in education can be put 

together from the various data sources available.  Grounded 

Theory’s flexibility in integrating multiple sources of data 

can serve us in good stead to build a viable hypothesis based 

on a set of data sources that are very different to each other. 
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Abstract—This paper studies the use of Artificial Intelligence 
(AI) techniques in Augmented Reality (AR)-based applications 
to enhance usability and user experience. Despite their 
fundamental differences, combining AR and AI has proven 
beneficial in overcoming common usability challenges faced in 
AR environments. The AR part makes the real world more 
digital, blur these worlds and AI endows intelligence to make 
this interaction better. This study investigates the AI 
contribution to AR, explaining that some of these contributions 
could also be useful addressing user experience challenges due 
to hardware constraints and inconsistency in interface designs 
as well as technical issues such as motion sickness and lack of 
tracking energy accuracy. Utilizing a literature review of 
articles published in recent years in databases such as IEEE 
Explore, Google Scholar, and ACM Digital Library, we 
investigate how AI has been applied to these problems. The 
review highlights AI has a potential impact on object 
recognition, scene understanding diagnostics of user 
engagement in AR setups. This new pipeline not only generalizes 
impedance from the system level but also improves the user-
experience making it a hopeful strategy for AR applications in 
future. 

Keywords— artificial intelligence techniques, augmented 
reality, user experience 

I. INTRODUCTION  
Artificial intelligence (AI) is the technology designed to 

enable machines to think and perform tasks that were 
traditionally carried out by humans [1]. Artificial Intelligence 
(AI) enhances Augmented Reality (AR) systems by enabling 
advanced functionalities such as object detection and location 
binding. This relationship allows AR technologies to interact 
more intelligently with the real world, improving both 
performance and user experience [2]. It is important to note 
that these are two different technologies. AR's definition 
revolves around its derivation from mixed reality technology 
as it combines the real word and the virtual world by super 
imposing digital contents on top on the real-world 
environment view in which the user is located [3].    

Despite their differences, AR and AI can be integrated to 
enhance AR applications by improving user experience 
through smarter interactions. Additionally, User interfaces 
significantly impact user experience, as noted by [4] . The 
interaction of users with AR applications is largely dependent 
on the design of the application and hardware where it runs 
from [5]. However, the AR application interface design 
variations can lead to inconsistencies that affect user’s 
experience. For example, some applications may overload the 
user with text, while others might focus predominantly on the 
aesthetics of holograms, providing minimal contextual 

information [6]. Such discrepancies can confuse users, 
complicate the learning process of the AR system, causing bad 
user experience, and ultimately decrease the application's 
usage.  

According to ISO 9241-210:2019, 3.15, UX is defined as 
“user’s perceptions and responses that result from the use 
and/or anticipated use of a system, product or service”.  
Usability primarily concentrates on the learnability and ease 
of use of a product, whereas user experience (UX) 
encompasses the entire process of product creation, from 
conception to interaction with users. Problems in user 
experience often stem from design flaws, which can lead to 
poor usability and negatively impact the overall UX. The 
creation process of AR experience includes core functions 
such include Tracking, Rendering, and Visualization. 
Tracking involves real-time user mapping within a scene, 
tracking the user's position to establish a reference point for 
viewing digital content relative to the user's location. 
Rendering is the process of aligning virtual content with the 
real world from the user's viewpoint. The final function, 
Visualization, is the real-time generation of virtual content to 
be overlaid on the real world. These functions depend on how 
the application is designed as well as the hardware it runs from 
as previously mentioned. Historically, AR systems utilized 
computer vision techniques known as Simultaneous 
Localization and Mapping (SLAM) to analyse visual features 
across camera frames, mapping and tracking environments 
effectively [7]. SLAM performs optimally in static 
environments but faces challenges in dynamic settings, 
particularly with moving objects and in unstructured or 
uncertain environments [8]. Different UX challenges on AR 
applications have been reported by scholars, for instance [9] 
conducted UX evaluation on mobile AR and identified several 
technical challenges affecting user experience including 
screen size limitations, tracking issues and battery drain from 
power consumption during rendering. [10] reported UX 
challenges in AR applications, such as motion sickness, field 
of view limitations, cognitive load, and physical constraints, 
need to be addressed. [11] mentioned attention, sensation, 
perception, and action as daily drivers of UX on consumer-
based applications, however these key drivers are still 
challenge in AR application. The integration of AR with AI 
offers an opportunity to leverage AI techniques to enhance the 
user experience, mitigating these issues effectively [3].  It is 
true that AR applications faces user experience challenges, 
and they can be impacted by the recent advancement of AI 
techniques. This paper wants to explore these techniques 
contributions for improving the user experience of AR 
applications.  



II. METHODOS 
A literature review was performed that summarizes how 

Artificial Intelligence (AI) AI techniques are incorporated into 
the usability and user experience of Augmented Reality (AR) 
applications. The main research question was: How to utilize 
AI for improving the user experience in AR applications? To 
address this, a systematic search was performed, using 
specific keywords focusing on 'Augmented Reality', 'Artificial 
Intelligence,' 'user experience', 'usability' and 'integration'. 
Search was limited to English-language articles of 
publications between 2020 and 2024, chosen for capturing the 
current trends which was done through major databases 
Google Scholar, IEEE Xplore, and ACM Digital Library. The 
search included two strings: a first one consisting of 
'Augmented Reality' AND 'Artificial Intelligence', and a 
second one with 'Augmented Reality' AND 'User Experience' 
OR 'Usability'. 

The study found 1,769 articles and they were all imported 
into RAYYAN for screening of duplicate. This process 
located and eliminated 106 duplicates, leaving 1,663 papers. 
These were then sorted by titles and abstract which led to 1459 
papers being filtered out, leaving 204 papers to go through 
reviewing the full texts. A further 189 papers were excluded 
after reviewing the full texts of the remaining 15 publications. 
Ultimately, only 15 Publications were identified which met 
the eligibility criteria for inclusion in this review. The search 
process is illustrated in Figure 1. 

 
Figure 1: PRISMA flow diagram. 

III. RESULTS AND DISCUSSION 

A. User experience challenges in augmented reality 
applications 
AR devices play are essential resources to enable usage of 

AR applications [12].  They are designed to capture real-world 
images, project virtual images, process sensor information, 
and display content in augmented reality in real-time. Various 
hardware components, including peripheral tracking and 
orientation devices, waveguide and Diffraction Optical 
Elements (DOE) glass wafers and the hand gesture 
recognition system for natural interaction and user 
experiences [13], [14]. However, the adoption levels of AR 
hardware remain far lower than other types of software 
systems as AR hardware [15]  . AR devices are expensive 
which results in only a small subset of users having such 
devices hence AR applications are rarely used. In contrast to 

this, the so-lower popularity of a user, the higher difficulty to 
achieve it with a comprehensive evaluation of the user 
experience, because slightly users can provide feedback on 
this technology. The traditional marker-based AR-based 
applications have been consistently more common than 
marker-less applications as due to the GPS reliant 
characteristics of the wireless experiences’ marker-less 
experiences such as the applications described in this paper 
are reported for stability and performance challenges, when 
outdoor [16]. As a result, marker-less AR applications are 
highly likely to be frustrating or disappointing for users, when 
they see virtual objects drifting or getting lost. Bad user 
experiences contribute to more unfavourable beliefs of AR 
technology overall and result in lower penetration rates in both 
the consumer and enterprise market [17] , [18].  Gestures and 
hand movements are common interactions for AR systems. 
However, detecting these gestures correctly and interpreting 
them are difficult [16]  , especially in a mobile setting, where 
lighting conditions change quickly and where clutter in the 
background could confuse the gestures. A study by [19]  found 
that users had trouble with specific interactions performed, 
such as propagation, scrolling, and resizing. Some virtual 
objects require complex manipulation such as rotation, 
scaling, and translation. While the feeling of control is 
important for delightful user experiences since users feel like 
they are directly "manipulating" the digital content on the 
display [20]  but challenges with occlusion and gorilla arm 
problems mean that these may not always be reliable solutions 
[20] Limited content in AR applications can also reduce the 
richness of user interactions. The complexity of Creating AR 
content ranges between high and medium complexity and, 
creating high-quality content is time-consuming and 
technically complex [21] [22] Content like 3D models and 
animations with interactive elements requires specific skills 
and tools. This is mostly due to rendering delays, as an AR 
application is executed the user sees movement differently 
than his own movement and this difference between actual 
and expected motion using AR applications referred to as 
Motion sickness [23]. This leads to user will disorientation or 
dizziness and nausea, which work and fall in the similar [24] . 
Furthermore, too much information has been reported to 
induce slow rendering times, overwhelming or cluttered 
delivery thus potentially under or misinforming  [25]. 
Nowhere do these UX implications appear to be as 
problematic as in areas with more immediate aspirations like 
on-demand education and training [26]. 

B. Artificial intelligence contribution in addressing the UX 
challenges in augmented reality applications 
AI is enhancing AR experiences through predictive 

analysis and personalized content delivery bringing about a 
concept of AI-powered AR that involves leveraging artificial 
intelligence (AI) techniques to enhance various aspects of AR, 
including object recognition, scene understanding, and 
interaction [27]. By integrating AI capabilities into AR 
systems, developers can create more intelligent and adaptive 
experiences that better cater to user needs and preferences.  
[26] Advanced algorithms and computer vision techniques 
have markedly improved the precision and reliability of 
marker-based and marker-less AR. Sophisticated image 
processing. Machine learning, and deep learning algorithms 
are enabling more robust object recognition and tracking, even 
under challenging conditions, significantly enhancing 
applications in domains like healthcare and manufacturing. 
deep learning techniques have started to revolutionize the field 



of AR by introducing higher levels of automation and 
efficiency in object recognition and scene understanding. 
Convolutional Neural Networks (CNN) have proven 
particularly effective in image classification tasks, making it 
easier for AR systems to identify and superimpose digital 
information over real-world objects with greater accuracy. 
Generative Adversarial Networks (GAN) are facilitating more 
realistic virtual object generation, contributing to a more 
immersive AR experience [28]. Reinforcement learning 
algorithms have also been adapted to optimize tracking 
algorithms in AR, making them more resilient to 
environmental noise and variable lighting conditions.  [29] 
had an Object Detection Module with OpenCV intending to 
develop an efficient object detection system capable of swiftly 
identifying and tracking objects within the augmented reality 
(AR) environment. Also integration of cutting-edge deep 
learning models like Faster R-CNN and YOLO to enable real-
time object recognition and localization, ultimately 
contributing to immersive AR experiences 

The concept of AI-powered AR suggests that AI can 
enhance AR-based applications by utilizing smart user 
feedback, predictive analytics, and classification techniques.  
It involves (1) online learning (training) of the AI model based 
on systematic data collection, (2) generating predictions for 
similar users and use cases, and (3) focusing on content 
generation for the AR creation process using modern 
technologies such as NLP to enhance scene understanding 
[30]. This could add detailed descriptions to scenes and 
improve user experience through techniques like text/speech 
to image conversion, image-to-image diffusion, and 
photogrammetry. These techniques could enable the creation 
of AR services with a high level of generalization[31]. 

Furthermore, the integration of AI in content generation 
processes has significantly enhanced customer relationships 
for numerous businesses.  This is achieved through text-based 
generative AI tools, such as NLP-powered chatbots [32]. AI 
content generation tools are categorized based on the type of 
content they produce, ranging from tools specialized in 
generating images and enhancing photo quality [33], to those 
focused on generating text, which rely on NLP algorithms 
[34]. The use of AI generated contes in AR display has 
provided easy implementation of subtitle captions for videos 
and audio using NLP powered speech recognition tools such 
as IBM, Google, Vosk toolkit and VisualGPT  [35] [36] [37]. 
By creating digital twins of real-world objects, this approach 
not only enhances the practicality of augmented reality 
content but also streamlines the content creation process by 
offering reusable digital objects. Furthermore, the 
implementation of AI-driven AR digital assistants facilitates 
seamless assistance for people across diverse linguistic 
backgrounds, making the technology universally accessible 
[38]. [39]. [40] Making the AR experience more intelligent to 
reduce redundant operations is one solution to enhance the 
user experience. semantic segmentation (Attention U-Net 
deep neural network) was used to assist automatic information 
placement in AR using a case study within precision 
agriculture as an example. The precise location of the crop 
area in the user view is determined by semantic segmentation, 
which helps to place information in the AR environment 
automatically.  [27] thereby prompting the combination of 
deep learning-based object detection and instance 
segmentation with wearable AR technology to improve the 
performance of complex tasks. This challenge was addressed 
in this work using convolutional neural networks in the 

detection and segmentation of objects in actual environments. 
Experimental results showed satisfactory segmentation and 
accurate detection. 

IV. CONCLUSION 
AI with AR is another phenomenal breakthrough in digital 

interaction technology. In this study, we explain the 
Compound augmentation effects on improving the user 
experience majorly for the AR applications by using AI. 

AI can prove to be a wonderful answer to some of the 
common usability issues pestering other AR applications that 
have uses in areas such as health, manufacturing, and 
education. 

The results of this study highlight that AI aids largely in 
enhancing aspects of AR in object recognition, scene 
understanding and user interaction. Better and more 
interactive AR experiences with highly refined and high-
dimensional image detection and content generation using 
advance AI algorithms. Furthermore, the ability of AI to 
perform predictive analysis, while it personalized how content 
is delivered, can also be beneficial in terms of streamlining 
user experience and ensuring that AR apps adapt to the 
singular needs of individual users. 

Our findings also demonstrate the need for a design 
framework for AR and AI applications to mitigate the 
constraints imposed by AR hardware and software interfaces. 
All these enhancements of development are vital for 
alleviating some of the cognitive load for the user, keeping 
people sicker for lesser, but also for consistent AR 
experiences. 

The AR and AI combination not only elevates the 
technical performance of the AR application but also 
significantly increases user satisfaction and user engagement. 
Additional research should also investigate new AI 
implementations that can improve AR technology, making it 
more available globally. This continued melding of AR and 
AI with this latest iteration, has the possibility of transforming 
how we interact with both worlds, combining into a new era 
of next level user experience engagement. 
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Abstract: The AIComp competency model, developed by the 
NextEducation Research Group under the initiatives "AI-Campus" 
and "AI-Campus Hub Baden-Württemberg," is rooted in an empiri-
cal study involving over 1,600 professionals from Baden-Württem-
berg, Germany. This study surveyed the skill requirements emerg-
ing from the increasing integration of artificial intelligence into the 
workplace and everyday life. AIComp, an acronym for Artificial 
Intelligence Competences, represents a comprehensive framework 
defining 12 future-relevant AI competence fields crucial for a di-
verse audience. The framework, based on a behavioral approach, 
deliberately excludes competences specific to individual profes-
sions. Notably, AIComp is the first future skill model for AI de-
rived entirely from a mixed-method study. It is organized into three 
broad competence areas encompassing 12 competence fields, with 
a total of 36 items. 
 
Keywords: future skills, artificial intelligence, AI competences, 
competence model, quantitative study 
 

I. INTRODUCTION 
The rapid advancement in artificial intelligence (AI) has 
brought the discourse on "future skills" to the forefront, per-
meating all areas of society, education, and the workforce. 
This technological transformation presents both challenges 
and opportunities, impacting individuals' private and profes-
sional lives. Embracing this change is not only an oppor-
tunity but also a necessity for maintaining social participa-
tion. 
 
Numerous studies and initiatives underscore the profound 
impact of AI on our work and daily lives (see Ehlers et al. 
2024a), prompting critical questions about the skills re-
quired in a world where machine intelligence increasingly 
performs human tasks. We must define competence in this 
new context, exploring its relationship with constantly 
evolving and contextually accurate knowledge. Addition-
ally, it is essential to reassess the determinants of "success-
ful behavior," "professional success," and "personal fulfill-
ment" in light of AI's influence. We must also consider how 
AI can contribute to these areas. 
 
The multifaceted role of AI in our environments, from act-
ing as creative partners and learning tutors to providing indi-
vidualized feedback, highlights that the efficacy of AI-
supported systems largely depends on human interaction 
and utilization. This necessitates the development of specific 
competences to fully leverage AI's potential. These compe-
tences include the ability to provide precise instructions to 

AI systems, adapt to the rapidly evolving AI landscape, and 
foster critical thinking skills. 
 

II. OBJECTIVES OF THE AICOMP STUDY 
The AIComp study meticulously addresses the essential 
questions regarding the competencies required to navigate 
social and professional transformations, and to foster per-
sonal development in a creative and productive manner. 
These competencies, referred to as "future skills" (see Eh-
lers et al., 2024a), are understood as comprehensive disposi-
tions and readiness to act, rooted in knowledge, experience, 
values, and attitudes. These future skills enable individuals 
to tackle the transformation tasks they encounter, emphasiz-
ing the need for a thorough examination of the skills neces-
sary in an AI-influenced living and working environment. 
 
The AIComp "Future Skills Framework" not only identifies 
critical future skills for interacting with AI but also delves 
into the realm of shaping the future with AI. This involves 
designing action contexts in both private and professional 
spheres that promote AI integration, developing necessary 
skills, and actively guiding changes through and with AI. 
The research envisions a future where human intelligence 
and empathy gain new significance through interactions 
with AI systems. 
 
The study's objective was to gain a comprehensive under-
standing of the current skills landscape, identifying develop-
ment needs related to AI. These needs encompass personal 
development, specialization in AI subjects, and skills for 
shaping the social environment, such as within one's organi-
zation. The competency model is based on data from over 
1,600 individuals, who provided subjective assessments of 
their competencies, future relevance, and experiences. These 
assessments formed the foundation for developing a compe-
tency model that outlines the skills required for the effective 
use and understanding of AI technologies. 
 
Entitled "AIComp - Future Skills for a Living Environment 
Characterized by AI," this study makes a significant contri-
bution to the ongoing debate about the skills needed in a 
rapidly changing world. It provides insights into diverse AI 
applications and offers a robust foundation for targeted edu-
cational measures spanning early childhood education, 
school education, vocational training, higher education, and 
continuing professional development. The study highlights 



  

the evolving role of education in the AI era, supporting the 
development of essential competencies and emphasizing the 
importance of understanding the human-AI interaction, 
which is crucial for overcoming challenges and seizing op-
portunities in an AI-driven future. 
 
This understanding leads to the clear conclusion that the ef-
fectiveness of AI in the living world is intrinsically linked to 
people's AI skills. "AIComp - Future Skills for an AI-
influenced World" offers valuable insights into the neces-
sary future skills and provides a solid basis for designing ed-
ucational measures to prepare individuals for a world in-
creasingly influenced by AI. The study pursued several key 
objectives: obtaining comprehensive information on the use 
of and attitudes towards AI, collecting data on the skills re-
quired to operate successfully in an AI-dominated world, 
and developing a competency model based on respondents' 
subjective assessments of relevance, experience, and confi-
dence in dealing with AI. These objectives aim to provide a 
broad and meaningful picture of the current skills landscape 
and the development needs in the field of AI, particularly 
among employees in Baden-Württemberg. 
 
 

III. THE CONCEPT OF FUTURE SKILLS AS COMPETENCES FOR 
THE FUTURE 
Since around 2015, a new development has emerged: in ad-
dition to traditional subject curricula, frameworks for "fu-
ture competences" or "future skills" have been introduced. 
These frameworks emphasize the skills needed to thrive in a 
constantly evolving world (Ehlers, 2020, 2022). The term 
"future skills" has various definitions, but for the purpose of 
this study, we adopt Ehlers' (2020) definition: competences 
that enable individuals to act successfully in highly dynamic 
and complex problem situations. This focus on future skills 
is evident among both university graduates (Ehlers, 2020; 
Huber, 2016, 2019; Schlaeger & Tenorth, 2020; Wild et al., 
2018) and in vocational education and training (Ehlers, 
2022), in German-speaking countries and internationally 
(Ehlers, 2022). 
 
Competences are often oversimplified as merely the ability 
to act. However, they actually constitute a complex set of 
dispositions that include not only skills at the respective 
level of knowledge and expertise, but also the individual's 
subjective willingness to act. This willingness is influenced 
by a combination of knowledge, motivation, will, attitudes, 
and values (Ehlers, 2020). Determining whether someone 
"has" a competence requires evaluating their performance, 
or the successful execution of an action (see Fig. 1). 
 

 
Fig. 1: Future skills as a competence for action (Ehlers 2020) 

 
The triad of knowledge, skills, and attitudes (KSA) (see 
Binkley, 2012) represents the fundamental building blocks 
upon which individuals' capacity and willingness to act are 
based. Future skills, or future competencies, are those com-
petencies specifically geared towards particular fields or 
contexts of action, enabling individuals to act in a self-orga-
nized and successful manner within highly dynamic envi-
ronments. These competencies draw on cognitive, motiva-
tional, volitional, and social resources and are deeply em-
bedded within the learner's value system. 
 
The AIComp study employs the following definition: Future 
skills are competencies that enable individuals to solve com-
plex problems autonomously and to act successfully in 
highly emergent contexts. These skills are rooted in cogni-
tive, motivational, volitional, and social resources, are 
value-based, and can be acquired through a learning process 
(Ehlers, 2020). 
 
From this perspective, an individual's competence is not 
merely a combination of discrete knowledge elements and 
individual skills and abilities. Rather, it constitutes a holistic 
disposition for action, deeply rooted in the relevant subject 
matter. In the formula "Knowledge, Skills, Attitudes" 
(KSA), attitudes are not simply to be viewed as an individ-
ual subjective factor; instead, they form the foundation of 
every competence development process (Mulder & Winter-
ton, 2017; Binkley, 2012). 
 
Understanding future skills requires recognizing that they 
are dynamic and context-specific. These skills allow indi-
viduals to adapt and thrive in constantly changing environ-
ments. The underlying cognitive resources include critical 
thinking and problem-solving abilities. Motivational re-
sources involve intrinsic and extrinsic motivations that drive 
engagement and persistence. Volitional resources pertain to 
the willpower and self-regulation required to initiate and 
sustain actions. Social resources encompass interpersonal 
skills, collaboration, and communication abilities essential 
for functioning in social and professional contexts. 
 
Moreover, the development of future skills is a continuous 
process, influenced by various learning experiences and 
contexts. This development is not static; it evolves as indi-
viduals engage with new challenges and environments, con-
stantly reshaping their cognitive, motivational, volitional, 
and social frameworks. Thus, the cultivation of future skills 



  

is integral to preparing individuals for the uncertainties and 
complexities of modern and future work environments. 
 
In conclusion, future skills are multifaceted competencies 
that integrate knowledge, skills, and attitudes, forming a ro-
bust framework for effective action in dynamic and emer-
gent contexts. These competencies are essential for enabling 
individuals to navigate and succeed in a world characterized 
by rapid change and complexity.  
 

IV. METHODOLOGY  
The process was conducted with rigorous methodological 
precision, employing an iterative approach to ensure thor-
oughness and accuracy. An extensive analysis of the current 
state of research resulted in the compilation of 167 compe-
tence formulations from existing competence models, which 
were subsequently iteratively clustered into 13 distinct com-
petence fields. This was achieved using the Rapid Evidence 
Assessment (REA) method, an evidence synthesis technique 
analogous to a systematic review (SR) but distinguished by 
its streamlined approach. 
 
The REA, designed for expedited results, makes strategic 
concessions in terms of breadth, depth, and completeness of 
the search to facilitate quicker outcomes. This method bal-
ances efficiency with scientific rigor, allowing for a compre-
hensive yet timely synthesis of evidence. For example: 
 
- Search Strategy: The review was conducted using a limited 
number of databases, excluding unpublished research to 
streamline the process. 
- Inclusion Criteria: Only specific research designs, such as 
meta-analyses or controlled studies, were included to main-
tain a high standard of evidence. 
- Data Extraction: The extraction was limited to key data 
points, such as the year of publication, population studied, 
sector, study design, sample size, moderators/mediators, 
main results, and effect sizes. 
- Critical Evaluation: The quality assessment focused on 
methodological appropriateness and quality, ensuring that 
the included studies met rigorous standards despite the expe-
dited timeline. 
 
While the REA's constraints make it more susceptible to 
bias compared to a comprehensive SR, it offers a pragmatic 
alternative when time and resources are limited. An SR typi-
cally requires a team of researchers working over several 
months, or even longer, to exhaustively identify all relevant 
published and unpublished studies. In contrast, an REA can 
be effectively conducted by experienced researchers within 
a few weeks. Given the frequent constraints on time and fi-
nancial resources within organizations, the REA is often the 
preferred methodology for the critical appraisal of scientific 
literature. 
 
In the qualitative preliminary study, the following 12 steps 
were meticulously executed, as detailed in Table 1: 
 
1. Define the scope and objectives of the study. 
2. Develop a comprehensive search strategy. 
3. Identify relevant databases and sources. 

4. Conduct the search and compile the initial pool of studies. 
5. Apply inclusion and exclusion criteria to filter studies. 
6. Extract key data from the included studies. 
7. Perform a quality assessment of the studies. 
8. Cluster the competence formulations into thematic fields. 
9. Iteratively refine the clusters through expert consultation. 
10. Synthesize the findings into coherent competence fields. 
11. Validate the competence fields with external experts. 
12. Document the methodology and results in a detailed re-
port. 
 
These steps ensured a robust and systematic approach to the 
analysis, facilitating the identification and clustering of 
competencies into well-defined fields. This methodical pro-
cess underscores the scientific rigor and systematic nature of 
the study, contributing to the advancement of knowledge in 
the area of future competences. 
 

Table 1: 12 steps of the REA 

No. Name & 
Description 

AIComp Procedure 

1 Background: 
Sets the con-
text for the 
study. 

Identify approaches for describing and 
inventorying "competences for AI" 
from the research literature. 

2 Research 
Question: 
Specifies the 
objectives of 
the study. 

Objective: to obtain a comprehensive 
picture of the range of approaches to 
"competences" in the field of AI, to de-
velop an inventory list of competence 
items, and to organize these in the form 
of a competence structure model. 

3 Inclusion 
Criteria: Fil-
ters which ev-
idence should 
be included 
(e.g., date, 
type, focus 
area, etc.). 

Criteria for the relevance of studies and 
approaches: time period (2019 to May 
2023), language (German, English), 
keywords (artificial intelligence and 
AI, and combinations such as AI and 
competence, AI and competence frame-
work, AI and skills, AI and abilities, AI 
and learning, AI and education, AI and 
training, AI and learning objectives, as 
well as English equivalents, particu-
larly AI competences, competencies, 
literacies). 

4 Search Strat-
egy: Identifi-
cation of data-
base searches, 
publications. 

Multi-dimensional search process: In-
ternet search engines, meta-databases, 
journals, conference reports. Iterative, 
snowball-like reference search inclu-
ding grey literature. 

5 Study Selec-
tion: Abstract 
review; full-
text reading 
for those that 
meet the in-
clusion crite-
ria. 

The search focused on elaborated com-
petence frameworks with lists of spe-
cific competence items. Additionally, 
publications explicitly dealing with "AI 
literacy" or "AI competence" but not 
containing lists or frameworks were 
classified as relevant. 

6 Data Extrac-
tion: Extrac-
tion of all rel-
evant data and 
results from 
the evidence 
base. 

Extraction of the "competence items" 
from the developed AI competence 
models and creation of a list with 157 
competence items. 



  

7 Critical Eval-
uation: Ap-
plication of 
quality met-
rics; critical 
interpreta-
tions. 

Qualitative content-analytical reduction 
of the item pool. Review of the scope 
and quality using a test-based alloca-
tion of 34 competence items to the four 
competence dimensions (knowledge, 
skills, attitudes, and values). 

8 Results: Re-
sults of the ev-
idence assess-
ment. Ten-
sions in the 
evidence base 
are high-
lighted. 

Further reduction of the item base from 
157 to 83 items by checking and filter-
ing the items for their relationship to 
the competence dimensions of 
knowledge, skills, and attitudes. Elimi-
nation of items that are purely descrip-
tive or overarching in nature. 

9 Synthesis: 
Summarizing 
the evidence 
and con-
structs; main 
findings on re-
search ques-
tions. 

Deductive development of competence 
fields with the data: Structuring of the 
item pool of 83 competence items 
based on 17 profile fields of the 
NextEducation model. Assignment of 
items to competence fields resulted in 
13 competence fields. Further refine-
ment of field designations based on 
item content while retaining the struc-
ture of the NextEducation model. Re-
sult: 13 competence fields with a total 
of 83 competence items. 

10 Conclusions: 
Concise state-
ments that 
convey the 
main findings. 

Development of comprehensive com-
petence field designations and neces-
sary internal structuring for some com-
petence fields. Result: Formulated 
description and systematization of AI-
related competencies. 

11 Limitations: 
Description of 
the limitations 
of the FGD 
method for 
this study. 

Limitations in the construct clarity of 
the competence field formulations were 
checked via qualitative interviews. Fo-
cus and coverage of the competence 
items were also examined. 

12 Practical Im-
plications: 
Recommenda-
tions for ac-
tion. 

Development of a qualitatively based 
action-theoretical competence model, 
providing a basis for further quantita-
tive research steps. 

 
 
As a consequence of the Rapid Evidence Assessment (REA) 
research process, an initial 13-field model was derived from 
the current state of research. This model was subsequently 
refined through oral consultations with experts and stake-
holders, which led to its validation and reduction to 12 fields 
of competence. This phase employed qualitative methods, 
including semi-structured interviews and group discussions, 
to gain a comprehensive understanding of the relevant com-
petences. 
 
The subsequent empirical quantitative study was designed 
based on the preceding analysis. A comprehensive question-
naire was developed, comprising 44 main questions cover-
ing eight areas of AI use and attitudes, as well as three items 
per area of expertise. These items included: (1) self-percep-
tion/sovereignty, (2) assessment of future importance, and 
(3) individual experience with competence (see Fig. 2). Ad-
ditionally, the questionnaire gathered socio-demographic 
data and information on opinions and usage experiences of 
the respondents. The quantitative phase of the AIComp 

study was conducted as an online survey, facilitated through 
an online questionnaire distributed by multipliers and sup-
ported by a social media campaign. The field phase spanned 
from May to July 2023, involving the recruitment of approx-
imately 31,900 individuals, resulting in 6,653 participants, 
of whom 1,644 completed the questionnaire in full (Ehlers 
et al., 2024a). 
 

 
Fig. 2: Structure of the three questions for each competence field 

 
The data analysis was carried out in the following steps: 
 
1. Univariate and Bivariate Analysis: The initial phase of 

data analysis involved univariate and bivariate evalua-
tions of all questions in relation to variables such as age, 
gender, position, and organizational affiliation. 

2. Construction of an AI Activity Index: An AI activity in-
dex was constructed based on responses to questions re-
garding the frequency (question 2 of the questionnaire) 
and type (question 3 of the questionnaire) of AI use. 

3. Attitudes Towards AI: Analysis of the main statements 
on attitudes towards AI was conducted. 

4. Explorative Evaluation: Development of a statement sys-
tem for the main statements and trends, which was then 
refined and validated discursively by the research team. 

5. Principal Component Analysis: For the construction of 
an updated competency model, we analyzed 59,184 in-
dividual subjective assessments of AI-related competen-
cies. Principal component analysis was utilized to con-
struct and compare different variants of the competency 
model with 4 to 12 factors (i.e., clusters indicating sepa-
rable competency areas). A 12-factor solution was ulti-
mately selected based on statistical indicators (screeplot) 
and content quality, confirming the explanatory power of 
the future skills approach and resulting in new alloca-
tions and attributions in some areas (see the separate re-
port on the development of the AIComp skills model). 

 
The data was used to construct an AI activity index (KIX), 
representing an innovative approach to assessing the use of 
and engagement with AI. The KIX proved to be a good pre-
dictor of respondents' assessments of competence. The in-
dex is based on the combination of two central variables: in-
tensity of use and type of use of AI. Intensity of use is meas-
ured by frequency, with response options ranging from "a 
few times already" to "several times a week or more." The 
type of use distinguishes between passive, active, and crea-
tive use of AI technologies. By scoring both variables, six 
levels of AI engagement are created, ranging from non-use 



  

to high intensity and formative use. These six levels were 
then summarized into three KIX levels of activity (see Fig. 
3). 
 

 
Figure 3: Construction of the AI Activity Index (KIX): Matrix and 
categorization into levels 

 
The application of the KIX enables a differentiated analysis 
of AI use across various subsamples and subgroups. The 
distribution of the total sample across these groups is as fol-
lows: 
 
- High AI Activity Index: This group comprises 355 re-

spondents (21.6% of the total sample, N=1644), indicat-
ing intensive use and high expertise in AI technologies 
and applications. 

- Medium AI Activity Index: This group includes 549 re-
spondents (33.4%), indicating moderate familiarity and 
integration of AI in their activities. 

- Low AI Activity Index: This group consists of 450 re-
spondents (27.4%), suggesting limited or incomplete in-
tegration of AI in their processes. 

- Non-users: This group includes 247 respondents 
(15.0%), indicating no use of AI, which could be due to 
various factors such as lack of resources, skills, or neces-
sity in their work context. 

 
In summary, the distribution shows that a significant propor-
tion of respondents use AI to varying degrees, with a slight 
preponderance in the medium AI activity index category. 
However, a notable portion of respondents do not use AI, 
highlighting potential areas for the development of AI ex-
pertise and usage. 
 

V. RESULTS OF THE STUDY  
The data analysis involved several stages, including univari-
ate and bivariate analyses, and the construction of an AI ac-
tivity index. This paper focuses on the principal component 
analysis (PCA) used to construct the competence model. 
The comprehensive data analysis can be accessed at 
www.ai-comp.org or in the publications by Ehlers et al. 
(2024a, 2024b). 
 
The PCA condensed the 59,184 individual responses from 
the 1,644 participants into high-variance dimensions that are 
uncorrelated with each other. These dimensions reflect the 
relationships among individual competence items, which 

were subsequently grouped into competence fields and 
structured into broader competence areas. 
 
Two modes of factor analysis were conducted: exploratory 
factor analysis (EFA) and confirmatory factor analysis 
(CFA). This process allowed the formation of item groups 
based on respondents' answers, identifying clusters of re-
lated items. After evaluating several alternatives, the re-
search team selected a 12-factor solution. This decision was 
based on the statistical model fit, internal coherence of the 
factors, and the ability to explain more than 70% of the vari-
ance through the 12-factor solution (Ehlers et al., 2024b). 
These item groups formed the basis for the competence 
fields in the AIComp model (see Fig. 3). 
 

 
Fig. 3: AIComp component structure (Ehlers et al. 2024b) 

 
The AIComp model of future skills is conceptualized as a 
"competence structure model." This model is composed of 
three main components (fig. 4): 
 
1. Twelve Future Skills Fields: These fields represent dis-

tinct areas of competency required for success in an AI-
influenced world. 

2. Three Broader Areas of Competences: These broader ar-
eas categorize the twelve fields into overarching domains 
of expertise. 

3. Specific Competence Items: Each competence field in-
cludes detailed competence items, which are the specific 
skills, knowledge, and attitudes necessary for effective 
action. 



  

 
 
 

 
Fig. 4: Competence Structure Model AIComp, with 3 Areas (Inner 
Layer), 12 Fields (Middle Layer), and 36 Items (Outer Layer) 

 
Definition and Elaboration of Competence Fields: A "com-
petence field" is defined as a thematic disposition for action, 
encapsulating the ability and willingness to act in specific 
contexts. Each competence field includes detailed descrip-
tions of the relevant knowledge, skills, and attitudes, which 
are further elaborated in the full research report. This com-
prehensive documentation includes illustrative examples of 
competence descriptions, drawn from relevant literature 
(Ehlers et al., 2024b). 
 
This structured approach ensures that each competence field 
is thoroughly defined and contextualized, providing a robust 
framework for understanding and developing future skills in 
an AI-driven environment. The AIComp model not only cat-
egorizes these competencies but also offers a detailed 
roadmap for their application and development, ensuring 
that individuals are well-equipped to navigate the complexi-
ties of an AI-integrated world. 
 
The competence structure model addresses the question of 
which competencies are essential for individuals to be, be-
come, and remain capable of acting successfully in a work-
ing and living environment permeated by AI. It determines 
subjective assessments of successful professional and pri-
vate behaviour in a world that is increasingly influenced by 
AI.   
 
Top Level: Three Areas of Expertise 
According to the model future skills can relate to three as-
pects: (1) either to individual developmental aspects of the 
acting subject (e.g. the ability to self-reflect on something 
experienced in the past, or ethical competence), (2) to deal-
ing with an object, a subject or a task (e.g. design thinking 
skills), or (3) to the social environment or organisation in 
which the individual is acting (e.g. cooperation or communi-
cation skills) (for elaboration see Ehlers et al. 2024b).  
The future skills we have identified as relevant for future 
skills in an AI-influenced world can therefore be categorised 
into one of these three dimensions (fig.5 ): 
 Dimension 1: Developing personal capabilities for AI-

related domains of action. These are skills that enable 
individuals to act confidently in an AI-influenced world 

and to use AI concepts and tools responsibly and reflec-
tively for their own purposes.  

 Dimension 2: Working and designing with and for AI. 
This is about skills to (further) develop work tasks and 
organisational processes.  

 Dimension 3: Shaping one's own social environment 
with and for AI. This is about competences to use AI ap-
propriately in one's own private or professional social 
environment and to creatively design new AI-related 
fields of activity in cooperation with others. 

 

 
Fig. 5: Top level of the competence structure model (Ehlers et al. 
2024b) 

 
Medium Level: 12 areas of expertise 
A total of 12 competence fields are assigned to these compe-
tence areas. A competence field is defined as a thematic dis-
position for action, with the corresponding ability and will-
ingness to act being described in the form of a definition for 
each (fig. 6). 
 

 
Fig. 6: Twelve areas of expertise in the AIComp model (Ehlers et 
al. 2024b) 

Table 2 describes the 12 competence fields and the corre-
sponding definitions. 
 

Table 2: Description of the Future Skills AIComp (Ehlers et al. 
2024b) 

1 Activity 
and imple-
mentation 
compe-
tence "AI 
in profes-
sional be-
haviour": 

The disposition to act proactively in the field 
of artificial intelligence (AI) and to integrate 
innovations in this field into one's own work 
context is the disposition of activity and im-
plementation competence for AI in profes-
sional activities. This competence is of a fun-
damental nature and encompasses the 
knowledge, skills and attitude required to 



  

Taking the 
initiative 

orientate oneself with regard to the growing 
importance of AI in professional and private 
contexts. It also requires an approach to the 
topic that is open and critical, as well as the 
internalisation of the importance of continu-
ous personal initiative for further training in 
this area. 

2 System 
design ex-
pertise: 
designing 
AI sys-
tems 

System design competence is the ability to 
plan and integrate both conceptual and tech-
nological AI systems in a professional con-
text and to implement them in specialised 
fields of activity. System design competence 
comprises the knowledge, skills and inner at-
titude to analyse existing systems (both tech-
nical systems and organisations) and to as-
sess the potential and limits of the use of AI 
systems for these, to actively help shape and 
implement them.  

3 Creative 
problem-
solving 
skills (cre-
ativity): 
Solving 
problems 
creatively 
with AI 

Creative problem-solving competence is the 
ability to use AI systems for creative prob-
lem-solving, idea generation and vision de-
velopment. It comprises knowledge, skills 
and inner attitudes that make it possible to 
solve complex problems by combining tech-
nical and human systems. 

4 Critical 
digital 
compe-
tence: be-
ing able to 
assess the 
benefits 
and chal-
lenges of 
technical 
applica-
tions 

Critical digital competence is the ability to 
understand, analyse and critically evaluate 
the inherent logic of AI systems with regard 
to their use of data and their impact on or-
ganisations and society. It includes the nec-
essary knowledge, skills and inner attitudes 
to be able to critically and differentiatedly 
assess AI systems in relation to a given con-
text of values and application. (Example: be-
ing able to assess and analyse the influence 
of AI technologies on the handling of data). 

5 Decision-
making 
skills: us-
ing AI in 
decision-
making 
processes 

Decision-making competence is the disposi-
tion to use AI applications and systems to 
weigh up alternative choices and make deci-
sions. The competence includes the neces-
sary knowledge, skills and inner attitudes to 
consciously take responsibility for the deci-
sions supported and/or made by AI.  

6 Self-effi-
cacy: 
Convic-
tion that 
you can 
overcome 
AI-related 
challenges 
with your 
own abili-
ties 

Self-efficacy as a competence is the disposi-
tion to master the challenges associated with 
AI that arise in one's own context of action 
through one's own actions with conviction, 
courage and confidence. It encompasses the 
necessary knowledge, skills and inner atti-
tudes to overcome AI-related challenges and 
to utilise AI systems in an appropriate man-
ner for one's own questions and tasks.  

7 Critical 
thinking: 
question-
ing how 
AI influ-
ences ac-
tions and 
decisions 

Critical thinking as a competence is the dis-
position to reflect on the underlying ways of 
thinking, value systems and behaviours in 
AI-influenced spheres of activity and to be 
able to evaluate how they influence actions 
and decisions. It encompasses the necessary 
knowledge, skills and inner attitudes to ana-
lytically and critically assess AI-related cir-
cumstances, systems and applications as well 
as their effects.  

8 Active 
control 
ability 
(self-con-
trol and 
self-man-
agement): 
Using AI 
systems 
specifi-
cally for 
me 

Active steering ability is the disposition to 
personalise AI applications, systems and as-
sociated processes for one's own personal 
and professional development and to be able 
to shape them confidently and largely inde-
pendently of external influences. This in-
cludes the knowledge, skills and inner atti-
tudes for independent motivation and plan-
ning, cognitive load management and a high 
level of personal responsibility.  

9 Self-deter-
mination 
(auton-
omy): 
Self-deter-
mined ac-
tion with 
AI 

Self-determination as a competence is the 
disposition to deal autonomously and confi-
dently with AI applications without allowing 
oneself to be patronised. It requires the 
knowledge, skills and inner attitudes to de-
velop a critical awareness of one's own per-
sonal boundaries and to act in a self-deter-
mined manner in relation to suggestion and 
decision-making processes with and through 
AI applications.  

10 Ethical 
compe-
tence: 
Ethical 
awareness 
of AI-
related is-
sues 

Ethical competence is the ability to recog-
nise, articulate and critically reflect on ethi-
cally relevant issues and questions in con-
nection with AI technologies and related pro-
cesses. It encompasses the knowledge, skills 
and inner attitudes to deal intensively with 
the ethical implications of the use of AI ap-
plications and systems and includes an 
awareness of responsible behaviour in rela-
tion to AI. 

11 Coopera-
tion skills: 
working 
together 
with oth-
ers in AI 
projects 

Cooperation competence is the disposition to 
work in cross-departmental/interdisciplinary 
development partnerships and cooperations 
on AI transformation projects and new pro-
jects in relation to AI, also across organisa-
tional or cultural boundaries. It encompasses 
the necessary knowledge, skills and inner at-
titudes as well as the willingness to learn and 
develop further in this regard.  

12 Commu-
nication 
skills: for-
mulate 
and dis-
cuss spe-
cific top-
ics on AI 

Communication competence is the ability to 
communicate with others on AI-related top-
ics in different contexts in a way that is ap-
propriate to the situation, including views 
that differ from one's own. It encompasses 
the knowledge, skills and inner attitudes re-
quired to empathise with and communicate 
other perspectives on AI and related issues.  

 
Level 3: 36 competence items 
Each competence field in the AIComp model comprises spe-
cific competence items that describe the necessary skills, 
knowledge and attitudes in detail. These items are carefully 
selected indicators that depict various aspects of the respec-
tive competence. Through the factor analysis each item has 
a certain weight or “load” on the respective factors. Factors 
with a higher load have a greater definitory power than fac-
tors with a lower load. Figure 3 shows loading strength for 
each item on the factors.   
 

VI. CRITICAL REFLECTION ON THE STUDY AND CONCLUSION 
The rapid development of artificial intelligence (AI) neces-
sitates a re-evaluation of essential future competencies, 



  

commonly referred to as "future skills." These skills are cru-
cial for navigating educational and professional challenges 
while leveraging the opportunities presented by AI. Active 
participation in this transformation is imperative for individ-
uals to secure their place in society and fulfill their personal 
and professional potential. 
 
The AIComp study identifies and describes the competen-
cies required for an AI-influenced environment. By integrat-
ing qualitative and quantitative methodologies, the study 
constructed a competency model delineating the abilities 
necessary to understand and utilize AI technologies. This 
model provides a foundational framework for educational 
initiatives designed to prepare individuals for an increas-
ingly AI-driven world. 
 
The AIComp study highlights the dependency of AI efficacy 
on AI-related skills. It offers valuable insights into future 
skills and establishes a robust basis for designing educa-
tional measures to prepare people for a future dominated by 
AI. However, several open questions and areas for improve-
ment necessitate further analysis. One critical consideration 
is the long-term validity of the identified future skills, given 
the rapid pace of technological advancement. Longitudinal 
studies would be beneficial in determining the durability and 
adaptability of the skills model over time. 
 
A notable limitation of the competence study is its context 
dependency. It remains to be seen how transferable the re-
sults are to other regions or cultures. Further research is 
needed to explore whether and how required competencies 
differ across global contexts. The practical implementation 
of the study's findings in education and training also war-
rants attention. There is a lack of concrete recommendations 
for translating these findings into practice. 
 
The AIComp study's integration of qualitative and quantita-
tive methods is a strength, but it also increases complexity. 
A more detailed description of the methodological integra-
tion and specific steps taken to ensure coherence between 
methods would substantiate the study's scientific claims. 
While principal component analysis is a well-established 
method, it involves certain risks related to the interpretation 
of components. Transparent presentation of decision-making 
processes and sensitivity analyses would further enhance the 
robustness of the results. 
 
The definition and operationalization of competencies in the 
AIComp study are clear and well-founded. However, ques-
tions remain about their ability to capture the actual com-
plexity and dynamics of competencies in real-world con-
texts. Continuous review and adaptation of the items and 
competence fields are essential to ensure their ongoing rele-
vance and accuracy. 
 
In conclusion, the AIComp study provides a methodologi-
cally robust foundation for identifying and analyzing future 
skills in an AI-influenced world. Nonetheless, unresolved is-
sues and areas for enhancement should be addressed in fu-
ture research to further validate and apply the results effec-
tively. 
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University of TübingenMandy Badermann
DHBW KarlsruheSara Brockmans
MU EnpresagintzaIrantzu Calvo Santamaria
DHBW MannheimBernhard Drabant
DHBW MannheimAlexander Dück
Universität AugsburgAnnemarie Friedrich
Friedrich-Alexander-Universität Erlangen-Nürnberg, FemAI -Eva Gengler
Center for Feminist Artificial Intelligence
Axon IvySabine Gillner
SAPFrank Gottfried
London Knowledge Lab, Birkbeck College, University of Lon-Beate Grawemeyer
don
HFTJoerg Homberger
Deutsches Zentrum für Luft- und Raumfahrt e.V. / InstitutMichael Karl
für KI Sicherheit
DHBW StuttgartThomas Kessel
DHBW StuttgartMonika Kochanowski
DHBW StuttgartFalko Kötter
DHBW MannheimBozena Lamek-Creutz
SAPStojan Maleschlijski
FH Joanneum (University of Applied Science) GrazJohanna Muckenhuber
Baden-Wuerttemberg Cooperative State University MosbachProf. Dr. Carsten Mueller
DHBW MannheimDennis Pfisterer
DHBW StuttgartAnnette Plankensteiner
DHBW StuttgartDirk Reichardt
DFKISven Schmeier
DHBW KarlsruheJennifer Schoch
DHBW StuttgartStephan Schulz
DHBW KarlsruheMarcus Strand
DHBW MannheimNathan Sudermann-Merx
Institut für Informatik, Humboldt-Universität zu BerlinPhilippe Thomas
DHBW KarlsruheAndreas Weber
DHBW KarlsruheKatja Wengler
LMU, Ludwig Maximillians Universität MunichPhilipp Wicke


	I. Introduction
	II. State of the Art
	A. AI Systems Engineering
	B. Data provisioning in ML environments
	C. Dataspaces
	D. Dataspace initiatives
	E. Digital Twins

	III. System Models
	A. System Model of AI Systems Engineering
	B. Dataspace model
	C. Digital Twin System Model

	IV. Relationship to AI Systems Engineering
	A. Data provisioning
	B. Usage of ML results
	C. IT system design

	V. Industrial example
	VI. Conclusion and Outlook
	Acknowledgment
	References

	I. Introduction
	II. METHODOS
	III. RESULTS AND DISCUSSION
	A. User experience challenges in augmented reality applications
	B. Artificial intelligence contribution in addressing the UX challenges in augmented reality applications

	IV. CONCLUSION
	Acknowledgments
	References


